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Abstract

Masonry is a task that contains many repetitions of similar actions, and as

wages increases, automatic approaches to brick laying is becoming feasible. This

master thesis report describes the development of an autonomous brick laying

mobile manipulator capable of building walls at a construction site. The robot

consists of a mobile platform on which a lightweight manipulator is mounted.

The robot should move around in a semi-structured environment, picking up

bricks and placing them in a wall with an accuracy comparable to that of con-

ventional masonry. The system assumes inaccurate movement of the platform,

such that sensor readings are needed to avoid collisions and localize the robot.

The system uses stereo vision to detect bricks in order to pick these up, and to

accurately estimate the transformation of a reference frame, relative to which,

the bricks are to be placed. The system relies on an accurate calibration of the

manipulator with respect to the stereo vision system, for which an automatic

procedure is developed. The developed prototype robot was capable of building

a 1 m× 1 m wall in a quality close to the tolerances of the industry, meaning

that the standard deviation of the position of a placed brick is around 3 mm.

The report also contains detailed tests and evaluations of the uncertainties of

the stereo camera calibration, manipulator position calibration, platform and

manipulator accuracy and the quality of a constructed wall. These results and

the methods for obtaining them are strong tools and references applicable for

evaluating the performance of other robotic systems.
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Chapter 1

Introduction

An omnipresent topic in modern societies is how to maintain and increase people’s living standard.

The problem in many of the industrialized countries is that the working fraction of the population

becomes smaller and smaller as the life expectancy increases.[60] This means that the working

force will have to work faster and faster in order to create the state revenues that are necessary

to maintain the quality of the welfare system in terms of educating children and taking care of

elderly and disabled people. It is therefore necessary that the workable group of the public is

capable of producing even more value in each working hour. This can only be achieved if the

companies are able to make products that can be sold with a large profit. Furthermore, high

productivity standards are required in order for Danish products to be competitive on the global

market, because of the difference in payroll costs among countries.

One solution to these problems is to make people work more and retire at a higher age, this is

however only possible if the people are not worn down, and still it would require more expenses for

the companies on salaries and thus a smaller profit. Therefore, the most feasible way is to improve

the value created in each man-hour. This can be achieved by lowering the production cost or by

creating new products with a high value.

During the last 50 years many tasks have been automated with the help of machines, computers

and also robots. This means that many production facilities and warehouses can be run almost

automatically with little need for human labor. Also, an improved quality of products is often

achieved by the use of precise machines. Many tasks have however not yet been automated, and

in the robotics field this is because robots until the latest years have been stationary mounted in

work cells performing well defined repetitive tasks, as for example welding or palletizing.

1.1 Mobile robot applications

With the introduction of mobile platforms for the manipulators, the possible applications of robots

are increased drastically. Because of that, it is now also possible to buy mobile manipulators off

the shelf from companies such as Neobotix[4], MobileRobots Inc.[26] and IRobot[31]. Some fields

of applications given attention in the robotic society and in the industry in the recent years are the

following:

• Service sector - An emerging market for robots is the service sector, as it is one of the

largest expenses to many countries, and introducing robots in households, elderly care

or on hospitals would yield great opportunities of saving money. Typical tasks are room

cleaning, emptying of dishwashers[20, 49]. Other fields include robots assisting the elderly

in performing tasks by themselves [44].

• Hazardous or inaccessible environments - Mobile manipulators may find their use in en-

vironments inaccessible to humans, for example in applications such as neutralization of

1



2 CHAPTER 1. INTRODUCTION

bombs and mines, distant space missions, underwater engineering, war zones exploration

and surveillance. Mobile manipulators can be constructed in a way which make them effec-

tive for these tasks, however, the autonomy of such robots is often very low, many are just

tele-operated by humans as the tasks often are complex or even unknown. Example robots

are the well-reputed IRobot PackBot[31] and Nomad[67].

• Task cycling and transportation - Many of the tasks in the industry are automated by

robotic solutions. However, in some cases, the expenses combined with the purchase and

the installation of the robot may be greater than the actual gain of automating the task. In

particular, this is the case for tasks which should be carried out only from time to time and

does not take long to complete. In such situations, a stationary robot will be idle in the main

part of the time. Today, these tasks are carried out manually by human personal who, in the

meantime between task cycles, will take care of other things, thus increasing their efficiency.

A static robotic solution to such tasks will therefore not be cost competitive. The project

“Little Helper” [5] is an example of a mobile manipulator suited for cycling between several

tasks. The tasks can also be transportation of goods, where a manipulator placed on the

robot increases usability as the robot can load and unload many different types of objects at

arbitrary places. A challenge of this type is held at ICRA20101[61].

Many additional projects could be mentioned in the above fields, as a wide variety of ap-

proaches to solving these problems are pursued especially in the research institutes of universities.

When considering autonomous mobile manipulators, especially in the home-care sector, the

projects often ends with a huge focus on the extremely difficult task of object recognition before

focus can be turned onto what to do with the recognized objects. Examples of that is recognition of

objects for emptying a dishwasher, cleaning up or picking food in a refrigerator. The same problem

often appears for robots acting in hazardous or inaccessible environments, where the solution

often is to tele-operate the robots.

Task cycling and transportation tasks are tasks that are often performed in production envi-

ronments. These environments can often be characterized as semi-structured, as although the

environment may change over time, some information of the scene can be provided to the robot,

such that the robot for example knows some defined goal positions where it can perform specific

tasks. It will also be possible to determine exactly which objects the robot should manipulate,

and even place identifiable markers on them, such as RFID2 tags or visual markers. With these

assumptions on the environment, the demands for the intelligence of the robot is reduced signifi-

cantly and it can then be possible to create relative simple control programs. More about possible

applications for mobile robots can be found in the FORK report[46].

1.2 Masonry robots

Construction sites can also be considered as semi-structured environments. Although the environ-

ment changes during the course of the construction process, many locations on the site can be told

to the robot by using markers or a positioning system. Because of that it may be possible to develop

robots able to act autonomously in such environments. A task that is relatively simple is the task

of laying bricks. The task resembles pick and place operations on box-like objects very much, a

task for which standard solutions exist for stationary robots. The most significant difference and

difficulty compared to pick and place operations is that the platform will have to move between

the pick and place operations.

In traditional construction brick laying is a time consuming task, and because of that it is more

expensive to build brick walls than to use other material such as concrete. Brick walls are due to

1International Conference on Robotics and Automation 2010.
2Radio frequency identification.



1.3. RELATED RESEARCH AND PROJECTS 3

aesthetically and indoor climate considerations still preferred as material in new buildings and if

the cost of building brick walls can be reduced further by introducing automation, the market for

brick walls may rise. The introduction of robots will also have positive effects on the bricklayers as

it is possible for the mobile manipulator to perform the trivial, monotonous and repetitive work,

that may seem tedious to and cause work-related injuries. This is so well known that the Japanese

have a saying that captures the essence of the construction workplace: “Kitanai, Kiten, Kitsui”

(Dirty, Dangerous, and Difficult)[55]. The dissertation from which this saying originates, contains

a very thorough investigation of the topic of robotized masonry in terms of a critical success factor

analysis.

The use of robots in this field also opens new perspectives. The possibility of very accurate

placing of bricks makes it possible to construct brick walls that curve or form special patterns,

yielding a wide range of new possibilities for architects and engineers. See [7, 16] for a project on

the architectural benefits and possibilities of robotized masonry. This approach even enables the

customer to take part in the design of the building, moving the field of automated construction

of houses from mass production to mass customization by offering increased choice and design

flexibility for the customers, see[1]. Also the project TailorCrete[30] is an example of how robots

can meet the demand for more flexibility in the design possibilities for architects.

1.3 Related research and projects

Robots are already used in some parts of the masonry industry. Robot- and automation systems

exist that are able to fabricate large units of brick wall in production halls. The units can then

be transported to a construction site and assembled there. In this way cheap and durable brick

walls can be built in a very short time. Carlsberg Mur[3] is an example of a company that delivers

such a product. The approach of prefabricating wall segments in production halls have been

pursued by many other projects, including [7, 54]. This approach simplifies the task a lot, as it is

possible to control the environment as much as environments for other stationary industrial robot

applications, and the difficulty of programming the robots is therefore decreased significantly.

There is however one big disadvantage - when prefabricated wall segments are to be assembled on

the construction site, the interconnections will be visible and disturbing to the viewer of the wall,

this is also the reason why Carlsberg Mur are not used for outer walls in residential buildings. A

way to avoid this is to build the wall at the construction site.

A solution to autonomous brick laying on the construction site, is to use a manipulator placed

on a mobile platform. This enables the robot to be easily moved to the place where the wall is to

be built. For around two decades, proposals have been made to automated brick laying systems,

these include [51, 6, 19]. References to more projects can be found in [55]. These projects have

all served as fine inspiration on how to approach the tasks in this project. An interesting research

activity on the topic is carried out at Hanyang University of Korea, where a study has been made in

the field of determining the robot movements when supposed to lay bricks in a specific pattern,

see [68]. The approach presents a very promising mechanical design with a manipulator placed

on a platform with caterpillar tracks, able to carry a pile of bricks. Also the strategy for moving the

manipulator and placing the bricks can serve as a good inspiration for optimizing performance.

The approach however restrains from covering one central topic - the uncertainty in the placement

and movement of the platform. When taking this into consideration, the task of placing bricks in

the wall becomes significantly more complicated as the transformation between the platform and

the desired position is not perfectly known. The approach presented in this report will pursue

more autonomy in correcting for the imprecise movement of the platform.
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1.4 Starting point

In the FORK project[46] the basis for this project was established. Therefore, this statement on the

state of this mobile manipulator project at the start of the master thesis project period is provided.

This should give the reader a short introduction to what has been done during the master thesis

and what has been done in the FORK project.

Figure 1.1: The mobile manipulator for which basic control was developed in the

FORK project before this master thesis project.

The robot made available and customized for this project can be seen in figure 1.1, and the

most important tasks done in the FORK project are the following:

• Knowledge screening - An investigation of the algorithms, applications, hardware and

software available for mobile robots. This work served as the basis for developing the system

and choosing the brick laying application in the master thesis.

• Hardware setup - The design and assembly of the mobile manipulator.

• Hardware/software interface - Interfacing the various devices, implementation and com-

prehension of control algorithms for the devices, especially the algorithm for making blended

paths for the manipulator, see section 7.3, and calibration of the system. A calibration algo-

rithm was developed in the FORK project, but a new improved algorithm is developed in

this project in order to reach a satisfying accuracy.

Although these tasks were carried out in the FORK project, significant changes and improvements

in all fields have been necessary as the development of the system continued. Therefore, the status

at the end of the master thesis project for these parts of the system is also presented in this report.

1.5 Problem statement

In the FORK project, a mobile manipulator capable of performing object handling tasks has been

developed. This includes sensing the environment with cameras and a laser scanner, controlling
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the manipulator with respect to what is perceived and navigating the platform around with respect

to an intrinsic map of the scene. In the master thesis, the preceding development of the robot will

form the basis for performing a specific type of handling tasks, namely automated masonry.

Masonry is the building of structures from individual units, bricks. Often, houses are manually

built this way by skilled personal trained for the job. This thesis will focus on the development of a

control scheme for the mobile manipulator which makes it capable of performing masonry at the

construction site of e.g. a house or a wall in general. A high degree of autonomy is desired for the

robot, meaning that when it has been specified where and how a wall should be built, the robot

can then complete the task without further human involvement. In order to obtain this, several

issues appear, including:

• Development of a user interface for simple specification of a building task.

• Recognition and grasping of bricks.

• Determination of desired position of each brick.

• Navigating the platform around the construction site without colliding with the structure

being built or other possibly dynamic obstacles, such as human personal.

• Planning the manipulator trajectory needed to place the building unit in the structure.

• Schedule the tasks of fetching bricks and placing these, such that efficiency is kept high. This

should take into account the desired bond of the wall to be build, as this will e.g. introduce

constraints on the order of the bricks to be placed.

• Capability of evaluating the quality of a wall constructed by the robot with respect to quality

measures of a conventionally constructed wall. This will solely regard the placement of the

bricks, as mortar or other gluing technologies are not expected to be incorporated in the

project.

1.6 Scope and delimitation

The task of performing masonry with a mobile manipulator is very complex, and there are many

problems that need to be solved in order to make such a system. Therefore, not all problems can

be treated with equal effort, i.e. the focus and scope of this project must be determined.

The main goal of this project is to create a working prototype of an autonomous brick laying

mobile manipulator. The word autonomy does in this context mean that the robot should be

able to execute a complete wall building task with minimal intervention from the user. The robot

should be able to operate in an dynamic environment where objects may be moved, obstacles

may occur and no exact model of the scene exists. This means that the robot must use its sensors

to update the scene to make successful grasps of bricks, navigation with obstacle avoidance and

placing of bricks satisfactory in the wall. With these capabilities the system is able to perform the

wall construction with only a minimal input from the user.

The project is a master thesis in robotics, and therefore the focus is on programming the

algorithms for controlling the robot. These algorithms include motion planning for the robotic

arm, grasping and placing of objects, 3D reconstruction of objects detected by vision, robot self

calibration and overall control software design. The design, implementation and analyses of these

algorithms will be central to this report.

The project is delimited to utilize the existing hardware, meaning that evaluating the hardware

and proposing design improvements will not be prioritized. Developing the mechanical design

will primarily improve the productivity, which is not a central parameter for this proof of concept

prototype, where the ability to build a wall of a satisfying quality is more important.
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The robot is strong and heavy and in order to reduce the risk of damaging the robot or person-

nel, safety and collision avoidance must be taken into account when testing software on the real

robot.

In order to successfully develop a working prototype, some assumptions on the environment

in which the robot should act or on the task the robot should perform may be necessary. A sketch

of how to improve the system to handle situations in which the assumptions cannot be considered

valid, will also be presented.

1.7 Reading guide

This report is divided into chapters as follows. First, chapters 3 and 4 present the methodology used

for solving the masonry application and gives a brief insight to how the project has been regarded,

also with descriptions of peripheral activities. Chapter 2 gives an introduction to the hardware used

in the project and also include analyses of the usability with respect to the masonry application.

Chapters 5 to 7 are core chapters of the report with detailed presentations of the calibration

issues regarded, the complete software system developed in the project and an assessment of

all algorithms and functionality developed and used for making the robot perform masonry.

Chapter 8 presents the results which have been obtained by testing the robot control system for

the autonomous construction of a wall. Finally, chapter 9 discuss, concludes and puts the project

into perspective with respect to the objectives, what is achieved and the problem statement.

1.7.1 Enclosures

On the enclosed DVD the following directories are placed in the root.

• Report - A copy of the pdf-version of this report and the FORK report.

• Source - The complete source code developed in this project. The reader is referred to the

authors for help on compiling and running.

• Data - Files containing the main datasets used for analyzing and presenting the results in

the report.

• Data analysis - Scripts written to load data files, analyze the data and create plots.

• Mathematics - Scripts developed to assess mathematic issues.

• Media - Pictures and videos of the robot.

Additionally the wiki, Brick laying mobile manipulator[47], at RoboLab wiki, contains text,

pictures and videos presenting the system and its capabilities. Especially the videos can be

recommended in order to see how the system actually works. These include videos of platform

navigation, data acquisition for calibration, the robot playing tic tac toe, and of course the robot

performing masonry. It should be noted that the information on this page is not complete and

may therefore differ from what is stated in the report, in this case, the word of the report has

precedence.

1.7.2 Notation

The notation given below applies throughout the report unless stated otherwise. A homogeneous

transformation matrix used to describe the position and orientation of a frame A with respect to a



1.7. READING GUIDE 7

frame B is given by

T A
B =











r11 r12 r13 px

r21 r22 r23 py

r31 r32 r33 pz

0 0 0 1











(1.1)

To reach elements in a matrix or vector, the () operator is used, with indices starting at 1, e.g.

T A
B (2,3) = r23. In order to extract several elements, a : is used to specify all values including and in

between, e.g. T A
B (1 : 3,3) =

[

px py pz

]T
. By this either a submatrix or a subvector is gotten.

As T denotes homogeneous transformation matrices with six degrees of freedom, the six

dimensional pose vector P is also used to describe this same transformation. That will be done

using P =
[

px py pz φ θ ψ
]

, where the last three entries specifies a roll-pitch-yaw rotation,

such that it is equivalent to a 3×3 rotation matrix R

R = Rx (φ)Ry (θ)Rz (ψ) (1.2)

where Ri (θ j ) denotes a rotation of angle θ j around the i ’th axis. Angles are usually given in

radians but may be specified in degrees as well. For any transformation of frame A with respect to

a frame B we may then write

P A
B = pose

(

T A
B

)

⇔ T A
B = transform

(

P A
B

)

(1.3)

Finally, the indices of joints of manipulator start at 1 which will then refer to the base joint.

T C P refers to the tool center point, i.e. the end frame of a manipulator.





Chapter 2

Robot hardware presentation

In this chapter, the hardware devices of the mobile manipulator are presented. It is important

to have a good knowledge and understanding of these and the capabilities of them in order to

be able to see possibilities and limitations and develop intelligent solutions. The chapter will

contain a presentation of the Seekur platform, a presentation of the Universal Robots UR-6-85-5-A

manipulator along with a test of its accuracy and a presentation of how it is mounted on the

platform in order to evaluate reachability and stability. The used gripper, stereo camera and laser

scanner will also be introduced.

2.1 Mechanics of the platform

The Seekur platform is a standalone device manufactured by MobileRobots Inc. and this presenta-

tion is based on [42] and [27]. In figure 2.1 the Seekur platform is shown.

Figure 2.1: The Seekur platform as seen in [42].

The Seekur platform is equipped with four omnidirectional wheels which means it is capable

of driving in any direction regardless its current orientation. The tires are robust and makes the

robot drive well outdoors with speeds up to 2.2 m/s. It has a maximum payload of 70 kg and a

battery capacity of seven hours of driving. It is 1.4 m long, 1.3 m wide and 1.1 m high and weighs

350 kg.

2.2 Manipulator mechanics

The manipulator used in this project is a Universal Robots UR-6-85-5-A manipulator[64] with

six revolute joints all with a range of ±2π rad, reachability of 85 cm and a maximum payload of

5 kg. All six joints are of the similar type, but the size of the three joints closest to the base is larger

than the size of the wrist joints. Designing the manipulator this way has made it cost competitive

9
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compared to manipulators with different designs of each joint. The manipulator can be seen in an

industrial application in figure 2.2.

Figure 2.2: The Universal Robots UR-6-85-5-A in a working scene.[56]

As it might be noticed when comparing the manipulator in the figure with the one in this

project, e.g. in figure 1.1, the manipulator has been changed. This is because, it has been necessary

to switch to a zero series model of the UR-6-85-5-A manipulator, as the 2 series robot used in the

FORK project was to be used in another project. Fortunately the interface to the two is similar, and

only the mounting needed to be changed.

The zero series manipulator has a calibrated kinematic model available, including values for

encoder decentralization1 that should be used when reading the joint configuration and when

moving the manipulator to a desired configuration. However, one disadvantage of this older zero

series manipulator, is that the connection between the wires from the manipulator to the controller

box plug can fail, resulting in the robot loosing the calibrated offset values for each joint. Therefore,

a calibration procedure2 estimating the joint value offsets from the kinematic model had to be

performed. As switching of the manipulator happened several times during the project, it proved

itself useful that the calibration could be performed automatically. In any case, since the zero

series manipulator is mounted differently, a determination of the transformation between the

manipulator base and the camera is necessary.

2.2.1 Configuration space

The configuration space of ±2π rad does obviously contain many double configurations, meaning

configurations where a joint is turned 2π rad compared to an identically looking configuration.

This can be used to shorten paths for the manipulator, as the movement of it is less constrained. A

problem is however that the gripper must be supplied with power and signals to function. The

manipulator has an internal wire for this purpose but its maximal current limit of 600 mA is too

little for operating the PG70 gripper. Therefore an external wire must be used. This wire has

to be placed on the manipulator, where a wisely chosen mounting of it along the manipulator

is necessary to avoid breaking the wire or having too much uncontrollable loose wire. This is

practically impossible with the basic joint limits, so limiting the configuration space to about one

round for all joints is a simple solution to that. The joint limits are presented in equation 2.1.

Qbound s =



















−50◦ 340◦

−190◦ 10◦

−180◦ 180◦

−180◦ 180◦

−180◦ 180◦

−180◦ 180◦



















(2.1)

1If the encoder disc in a joint is not perfectly centered about the axis of rotation, it will result in the encoder distance

measured between equally distanced joint configurations being configuration dependent.
2See chapter 5 for a complete description of the calibration procedure developed in this project.
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The two first joints are limited such that configurations that will always result in collisions with

the platform are not possible, also the limits are set such that the base joint can rotate in the area

furthest away from the cameras. It is worth noting that limiting the configuration space this way

can limit the possibilities for finding short paths, but as all joints ranges at least 2π rad, except

the second where a large part of its configuration is blocked by the platform, all possible inverse

kinematics solutions are applicable.

2.2.2 Manipulator accuracy

In the product sheet for the UR-6-85-5-A manipulator, Universal Robots claim to have a repetition

accuracy of ±0.1mm[64]. This is very good and a far higher accuracy than necessary for manipulat-

ing bricks or manipulating objects located by vision, where uncertainties are magnitudes larger. It

was however discovered that the manipulator sometimes did not reach goals with the specified

accuracy. This means that when providing a path for the manipulator to move, the manipulator

will not end up exactly at the end position of the path. Therefore a simple test of the repetition

accuracy of the manipulator is carried out in order to investigate the actual accuracy.

The test is simply to make the manipulator move a linear path in a random direction in its

configuration space and then compare the desired end configuration of that path to the actual

achieved configuration. To make the results comparable to the reference value, the forward

kinematics for the transformation from base to end of the manipulator is calculated for the

configurations, making it possible to evaluate the precision in Cartesian coordinates.

The random linear paths are made up by the actual configuration of the manipulator and a

configuration placed at an unit step in a uniformly distributed direction away from the actual

configuration. The direction is generated by sampling a vector uniformly inside a six dimensional3

unit sphere. As an algorithm for uniform sampling inside a hypercube bounded by [−1;1] is

available, this is simply done by sampling new vectors in the hypercube, until the distance to

origo is less than one, and the configuration thus is inside the sphere. The paths are necessarily

constrained by the bounds of the manipulator and configurations that will cause the manipulator

to be in collision. With these constraints, we cannot expect a perfectly uniform distribution of

directions and coverage of the configuration space, but we can assume that the generated paths

provide sufficiently representative observations of such.

The results from creating 100 random linear paths can be seen in figure 2.3. It can be seen that

errors are of size up to 0.002 rad. This does seem as a small value, but considering the length of the

robotic arm, which is about one meter with the gripper mounted, an error in this size will give rise

to an error of approximately 2 mm in position at the end of the manipulator.

Figure 2.4 shows the errors in the transformation T T C P
base

(

q
)

, the transformation of the TCP

frame with respect to the base frame of the manipulator with the specified joint configuration.

It can be seen that the errors for the position part is in the expected range of up to 2 mm. It is

interesting to note that especially for the position part, the errors do not seem to have zero mean.

When ignoring the outliers containing errors of up to 0.02 rad, it can still be seen that the errors for

the rotation is about 0.005 rad. These errors are quite large, and the position error is more than

20 times what is stated in the product sheet. It is worth considering this error when addressing

uncertainties in performing precision tasks such as pick and place operations.

It is hard to determine the cause of this error but an interesting plot can be seen in figure 2.5.

That plot shows the angle, θ , between the error vector, ǫ, and the direction in joint space, qdi r , a

goal is approached, computed as in equation 2.2.

θ = cos−1

(

qdi r ·ǫ

|qdi r ||ǫ|

)

(2.2)

3Due to the six degrees of freedom of the manipulator.
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Figure 2.3: The error of the manipulator when moving to a goal joint space.
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Figure 2.4: The error of the manipulator when moving to a goal Cartesian space.
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Figure 2.5: The angle between the error and the direction in which the manipulator

has moved, calculated in configuration space by equation 2.2.

This angle is not uniformly distributed within its range of [0;2π], but shows a high probability

of occurrences around 1.5 rad. In the equation, 2.2, ǫ is calculated as ǫ= qdesi r ed −qactual . The

interpretation of this analysis must be that the error is most likely close to orthogonal to the

direction of the manipulator movement, meaning that the manipulator stopping too early or

late on its path cannot be the source to this error. Instead, it may be risked that the manipulator

traverses a path that is slightly displaced from the desired. This should be taking into account

when checking for collisions.

It is difficult to tell if this high inaccuracy is due to the fact that the manipulator is a worn zero

series model, or if the same will stand for a new manipulator, but the fact that the error is visible

just by looking at the joint encoders indicates that it may be possible to tune the joint controllers
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to reduce this error. It is however not possible to access and change these, as they are proprietary

to Universal Robots.

2.3 Mounting of the manipulator

It is desirable for the manipulator, when placed on the platform, to have as much reachability and

maneuverability as possible. Since it is important for the robot to be able to manipulate objects

placed on the ground, e.g. when laying the first tier of bricks in a wall, the manipulator is placed at

a sufficiently low level in order to accommodate this. It has been decided to give the manipulator

base a sloped mounting, since this improves the ability for the robot to also handle or place objects

on top of the platform. This area on the robot may be used as a kind of storage for e.g. bricks

that must be carried to the wall building location. In figure 2.6 the placement of the manipulator

together with the resulting reachability is shown.

(a) Side view showing the manipulator base

mounting aligned with the slope of the Seekur

chassis.

(b) Resulting reachability for the manipu-

lator indicated by the red cubes.

Figure 2.6: Design choice for the placement of the manipulator on the platform.[46]

´

2.3.1 Stability of a mobile manipulator

In the FORK project a simple model for evaluating the stability of a mobile manipulator was

developed, see figure 2.7.

Figure 2.7: Model of mobile manipulator for evaluating dynamic stability.

By determining the net torques at the front and rear ends of the mobile manipulator, τ f and

τr , it is possible to evaluate the risk of the robot tipping over during operation. In the FORK project

it was shown that the chosen placement of the manipulator, even with maximum forces acting

on the robot, still accommodates a stable state of the robot. Additionally, this result of the model
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is more conservative than one would experience in reality. This is mainly because the Seekur

platform specifically has been designed to have a low center of mass to reduce the risk of tipping

over, which is not incorporated very well into the model used.

2.4 Gripper

A Schunk PG70 parallel gripper is mounted on the manipulator TCP using a set of adapter flanges.

The maximal distance between the two fingers is not sufficient for brick handling, so some cus-

tomized fingers have been made to increase the gripper range. The gripper with the adjusted

fingers can be seen in figure 2.8. The weight of the gripper is 1.4 kg which does not compromise

Figure 2.8: The Schunk PG70 parallel gripper used in the project.

the payload limit for the manipulator, even when handling bricks, as these usually weigh a bit less

than 1 kg.

The Schunk PG70 gripper has previously been used in other projects on the institute, and

therefore a control interface implemented in RobWorkHardware[57] is available. However, this

specific gripper did not respond as intended to this, and no clear indication of why that was the

case was apparent. Through systematic and thorough tests, very time consuming to the project,

it became clear that a small firmware difference caused this malfunction. The resulting control

interface is therefore inspired by the RobWorkHardware implementation, but with adjustments

accounting for the firmware difference.

2.5 Vision system

At the front of the Seekur platform, a stereo camera is mounted on a pan tilt unit. The pan tilt

unit has the possibility of increasing the field of view drastically, and with precise encoders it is

still possible to relate positions viewed in the rotated cameras to coordinates in the fixed frames

of the robot. In order to do this, a calibration of the system, including the dynamic pan and tilt

joint of the pan tilt unit must be developed. So far, the pan tilt unit has however not been used

actively, as the field of view of the mounted cameras is considered sufficient. The pan tilt unit can

be controlled by ARIA[40].

2.5.1 BumbleBee2 stereo vision system

On the pan tilt unit, a BumbleBee2 BB2-08S2C-38 stereo vision system by Point Grey is mounted, it

consists of two color cameras with a 1024×768 pixel resolution and a HFOV4 of 100 degrees, [24]. In

4Horizontal Field Of View.
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figure 2.9 the BumbleBee2 stereo camera is shown. An important advantage of this camera, is that

it is already used in many projects on the institute, so knowledge on how to interface with it in the

best way was easily available. When used in Linux, as is necessary on the onboard microcontroller

on the Seekur platform, the camera is controlled by the open source general firewire camera library,

libdc1394[15].

Figure 2.9: BumbleBee2 BB2-08S2C-38 stereo camera by Point Grey.

The camera system is able to acquire images in either single-shot or continuous mode using

DMA5 access for gaining high frame rates without using the processor. The cameras come in a

stable metal case, making it almost impossible for the cameras to lose their internal calibration.

For Windows users, the software Triclops SDK performs undistortion and rectification of acquired

images using calibration data provided by Point Grey stored in the camera. It is however not

possible to use this software in Linux, so a stereo calibration has to be made on the cameras before

image processing can be done optimally, as undistortion of images is needed for the camera to fit

the pinhole model, see section 5.1.1.

The very wide field of view of the camera is good for locating objects and for viewing a large

area at once. However, the trade off is a reduction in precision, yielding a larger uncertainty in

estimating 3D positions of objects using stereopsis. It was also discovered during the calibration

that such camera is very distorted, making it difficult to fit a model to this large and uneven

distortion in order to undistort images. It could be possible to use this setup together with a

camera with a larger focal length and thus a more precise depth estimation.

2.6 Laser range finder

The Seekur platform is equipped with a Sick LMS2xx laser scanner which is used by the localization

software on the onboard computer. The laser scanner only scans in 2D, which means it only detects

objects at a certain height, i.e. a disk of the surroundings represented by distances to objects is

mapped. It is used as primary source of information to the localization and navigation software,

ARNL[41]. The data from it can also be accessed directly, in order to be used for other purposes,

such as collision avoidance for the manipulator or localization using reflective markers.

5Direct memory access.





Chapter 3

Solution method

This chapter will contain an introduction to the overall approach for creating a mobile brick laying

robot. When an overall approach is determined and specified, it will be possible to divide it into

solving a number of subtasks. The detailed presentation of the solution of these subtasks will be

the content of the following chapters. This chapter, however, describes the overall approach, the

tasks needed to be solved, and gives a short introduction to the problems that may arise when

solving these tasks.

It is written in the problem statement that the robot should be able to build walls on a con-

struction site. This is opposed to other approaches where robots build entire wall units remotely

in a production hall and only the assembly of these units is done on site. Having the robot on the

construction site, it cannot be entirely preprogrammed, and therefore it is necessary to have a

control interface for the robot that makes it possible for the workers on the construction site to

specify the task the robot should perform. The whole system must then be intelligent enough to

do the task autonomously based on the information given to it. In this regard it is important for

the robot to use its sensors to perceive the important objects such as bricks and humans in the

real world and act accordingly.

3.1 Approach

The task of performing masonry with a robot can actually be seen as a sequence of pick and place

tasks, with some movement of the platform in between. When using a mobile platform in an

outdoor scene that is not fully known, the robot must be able to act according to how its sensors

recognizes the scene. This means that the actions of the robot must be guided and verified by

feedback from sensors in order to be successful in this environment.

At the most abstract level, the task of bricklaying is very simple, as it is just to pick up some

bricks, move to the wall and then place the bricks in the desired pattern, and then move back to

pick up more bricks until the wall has been built. The approach to solving these tasks with the

mobile manipulator is constrained by the available tools on the robot in terms of both sensors and

actuators, as it is not part of this project to develop new tools for the robot. The robot is equipped

with the manipulator and gripper as the only tools to pick up bricks, so the robot will have to pick

bricks one by one, using the gripper. When moving to the area where the wall is intended to be

build, the robot will have to use the sensors, especially the stereo camera and the laser scanner in

order to localize itself relative to the wall.

Based on these constraints, an overview of the tasks involved in brick laying for the mobile

manipulator containing identified subtasks can be seen in figure 3.1. It contains the three tasks

of brick laying, picking up bricks, moving to the desired placing position, and placing the bricks,

along with the tasks involved in developing the control system. The tasks and their subtasks will

be described in the following sections.
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Pick up bricks

Grasping

Brick recognition
Manipulator path 

planning

Collision avoidance

Platform navigation

Localization
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Place bricks

Collision avoidance

Manipulator path 

planning
Brick placing order

Placing

Control system

System model

Network 

communication
Execution control

Sensor and 

actuator feedback

Figure 3.1: The main components and tasks of the brick laying robot system.

3.1.1 Picking bricks

The robot must be able to pick up bricks in order to transport these to the area where the wall is to

be constructed. As the robot will have to move to a position where it can gather bricks from, there

will be some inaccuracy in the position of the bricks relative to the platform. Therefore, sensor

readings must be used in order to pick up the bricks successfully. The setup will use the robotic

arm and a parallel gripper to pick up bricks.

A crucial part of the ability to pick up bricks, is how the position of these is determined when

the platform placement may vary. The position of the bricks relative to the robot must therefore be

determined in order to grasp the bricks. It is very important to be able to grasp the bricks precisely,

because the difference between the desired and the actual grasp will cause an error in the position

to be present when placing the brick with respect to a desired transformation.

The way the bricks are picked is by finding their 3D transformation using stereo vision. Knowing

the shape of the bricks it is then possible to find a stable grasp and pick up the bricks. When picking

up bricks it is important to be able to avoid collisions with other bricks or objects while moving

the manipulator during the grasping process. An aspect of this is to add to the collision checking

model that a brick is held by the gripper.

3.1.2 Platform navigation

The solution to this task has the responsibility of moving the platform such that the manipulator is

able to pick up and place objects. The navigation system will rely on the existing navigation system

on the platform. It uses a laser scanner and the encoders of the platform to localize itself in a map

created from readings from the laser scanner. It is to be determined if the navigation system is

sufficiently for navigating the big platform precisely in tight spaces, as a construction site may

be. A very important aspect of the navigation system is to design the system and algorithms such

that collisions are avoided with both static obstacles like walls, but also dynamic obstacles like

human beings. This causes the need for dynamic updates of the planned path for the platform as

obstacles are detected.

An important part of the platform navigation is to choose the desired position of the platform

in order to execute a task with the manipulator. To chose this properly, one must have in mind

the reachability of the robot, the area visible by the stereo vision system if that is needed, and the
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fact that the platform movement is imprecise. Knowledge of the platform movement uncertainty

can lead to a smaller risk of tasks for the manipulator ending up impossible, as some goal is

not reachable. It is considered relative time consuming to adjust an imprecise placement of the

platform. This is because it will have to avoid collisions in this adjustment movement, and thus

will not be able to use its capability of moving sideways in such a situation as the laser scanner can

only see the area in front of the robot. Instead it will have to rotate, move forwards in the desired

direction and rotate back to the desired orientation.

3.1.3 Placing bricks

The task of placing a brick in a specified position is not very difficult as long as the desired position

is known, the problem is to specify that position in an internal coordinate system of the robot.

Therefore, this task deals with handling the uncertainty of the platform movement by using sensors

to find the transformation between the platform and the desired placing position. The accuracy of

this transformation will be reflected in the ability of the robot to place the bricks correctly in the

wall with a satisfying accuracy.

When placing bricks, it is assumed that the transformation of the brick with respect to the

gripper is known or at least contains only a small error. It is then desirable to place the bricks

carefully, meaning that as the brick is laid and thus touches other bricks in the wall, this contact

should be made soft. This means that the bricks are not dropped far from the desired position, nor

crushed into the bricks already placed in the wall.

An important issue when placing bricks in a wall is to place the bricks in the right position.

This task is to calculate the desired positions of the bricks from the input size of the wall and

choice of bond, knowing the size of the bricks and the desired distance between them. It is then

important to be able to determine the order of which, the placing of bricks should be executed.

Obviously, a brick cannot be placed if the bricks on which it is supposed to rest have not been

placed. There are also other considerations such as time consumption, as it may be possible to

decrease unnecessary movement of the platform by wisely choosing the order of the brick placing.

This will particularly be interesting when constructing larger walls and carrying many bricks.

3.1.4 Execution of tasks

An overall control algorithm must also be developed in order to let the robot know “what to do

when”. It must be possible to get data from this algorithm on the quality and speed of the execution

of the task. This algorithm must also be able to handle errors or unsuccessful execution of subtasks

properly. The algorithm is initialized by the user and handles the entire construction process. An

important part of that is to know the current state of the scene in which the robot acts, such that

the robot knows where objects are and is able to avoid collisions.

3.2 Other facilities and capabilities

In order to execute the tasks described above, the robot has to be functional, i.e. the hardware

parts must be found and installed both physically and electrically. Since most of the hardware

equipment for the mobile manipulator has been decided upon prior to this project, it is more of a

task to determine the assembly of these parts.

In addition to the physical installation of the hardware devices, interfaces to these in soft-

ware must also be developed. This means that programs will have to be developed, which have

the responsibility of sending the correct commands at the right time to the different hardware

components when requested by the overall control system. As the robot is constituted of several

devices and microcontrollers, the software controlling the entire system is spread out into several

programs and services.
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Finally, it is crucial that the kinematic modeling of the robot is calibrated. This calibration

regards the specific transformation existing between the stereo camera and the manipulator base

and also the one between the manipulator TCP and the gripper. In addition to these transfor-

mations, the kinematic model also relies on precise relationship between encoder values for the

manipulator and the true joint angles. Not part of the kinematic model, but essential for making

use of the observations by the stereo camera, is the calibration of the stereo camera. The calibration

will accommodate the calculation of e.g. brick positions relative to the manipulator.



Chapter 4

Working process

This chapter is a description of how the tasks of the project have been regarded, how branches of

the project objective have been pursued and what has influenced the project progress. First some

overall statements on how the work has been carried out are made, and later descriptions of how

work has been done to reach certain goals during the project are presented.

4.1 Goal directed development

To be able to succeed in a large project, where the outlook easily can be lost, it is important to work

in a way such that it is always possible to find a purpose in the current task, this can be done by

defining goals that must be reached during the project.

The working process should reflect the goals of the project, meaning that all work done during

the process should lead to improvements in the developed prototype software. This means that it

will be important to continuously evaluate the work done in order not to waste time on optimizing

some arbitrary part of the system. Especially when working with a large system and a real robot it

is important to keep the focus on the most important tasks. It must be stressed that describing

the theoretical solutions to the subtasks involved in developing a mobile manipulator capable of

performing masonry is not what is solely aimed for. Furthermore, the implementation of these

solutions, the cooperation of the many subsystems of the robot and the actual conduction of the

brick laying process by the robot is in focus. These issues, when building autonomous robots that

work in the real world, are important and designing the system to act according to them is a central

task to this project.

For the proposed solutions developed during the project, simulations have typically been made

in order to verify the theoretical usability. This has worked as an important tool since it has then

been possible to correct errors before experiencing these when using the physical robot. In general,

simulating physical systems has a major potential for reducing the difficulties often appearing

when starting to use a new system or employing a new algorithm in reality. The reason for that

is that testing special situations as well as long time performance, can then be done in seconds

rather than the long time needed to start up machinery in order to set up a specific situation.

However, successful simulations alone have not been considered satisfactory, and throughout the

project it has been important that proposed solutions could also be tested on the physical robot.

Consequently, during the complete project this has placed demands on the hardware and control

interfaces to be capable of executing these solutions, sometimes requiring issues to be resolved or

improvements to be made beforehand. If the hardware has not fulfilled the requirements it has

not been considered acceptable to pretend its functionality.

Throughout the project a wiki[47] has been updated with information about the state of the

project. This includes descriptions of the work and results, figures and videos. Particularly, the

ability to show videos of the robot performing some action, requires that the robot can actually do
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so, and therefore, it serves as motivation for pursuing towards the goal. The wiki has also served

as a place for storing documentation of the work conducted, which has therefore also required

it to be written in an understandable form. The actual act of describing methods and results is

often a good way to get new ideas to improve solutions as one during the writing process must ask

oneself questions like “Why did we do this?”, “Could we have done something else?” and “Is the

result satisfying?”. The material produced for the wiki can be used later as a starting point for this

report so the work on maintaining it is not wasted either way.

A way to direct the work and keep the progress running is to divide the task of making this

robot prototype into a series of smaller projects all with a defined goal. The goals can preferably be

the creation of a video or a demo application as this enforces the project participants to create

solutions of a certain quality. The sub-projects are described in the following.

4.1.1 Working with real robots

From the beginning of this project, the focus is on the actual use of a real robot, and thus discov-

ering the problems that will arise with such. An unavoidable aspect of this is to make devices

work and to repair and maintain them during the project work. The maintenance and repairing

tasks are especially big tasks when using devices that are in a development state or produced in

relative small numbers. Examples of that are the Universal Robots manipulator, which is a zero

series, and the Seekur platform has production number 13. Although repairs of these devices are

not intended to be done by the project participants, these tasks cannot be avoided completely,

as one must be able to identify things that go wrong or are broken and trace the problem such

that it can be identified what has to be repaired. The advantage of having the support of Universal

Robots situated 2 km away compared to the support of MobileRobots Inc. situated in USA, proved

very convenient, as repair times then could be counted in hours instead of weeks. Although not

described further in this report the experience in using, repairing and maintaining hardware

gained during this work is considered very valuable.

4.1.2 Calibration of the system

In order to make any precise handling of object with the robotic arm, the system need to be

properly calibrated. The process of creating the calibration procedure can be continued almost

forever as it is always possible to find some part to tune in order to make the method faster or

improving the result. Therefore one must be aware of when the demands for the accuracy of the

calibration are met sufficiently. An important aspect of this is to make the calibration procedure

easy to use as it becomes necessary several times during the project to move the camera and

therefore recalibrate the system.

4.2 Pilot project

To get started using the mobile manipulator and the vision system as well as the calibrated model

of the system, a pilot project was designed. The goal of that is to use many of the devices of the

system to identify errors or possible improvements needed. In the pilot project the robot should

be able to perform a simple pick and place operation. It was important that the pick-position was

obtainable through the use of the vision system, since that would prove the correctness of the

calibration result described above. Even more important, this kind of pick and place task should

found the basis for later performing the complete masonry task. Although, not directly related to

the masonry task, this branch of the project, was considered a suitable possibility for performing

some simple action with the robot. As is the case with every attempt to make a robot do some

action, problems was still expected to arise even for a simple task, and it would be simpler to trace
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the mistakes in a reduced scope. The experiences gained and improvements made in the pilot

project would then become beneficial at a later stage of the project.

For the simple pick and place operation, small and equally sized cube objects were made from

polystyrene and on top of them, a simple but distinct marker was drawn with color pens. The main

principle of the pilot project was then to follow the steps below.

1. Place a polystyrene object in front of the robot, visible to the cameras and reachable by the

manipulator.

2. Grab an image pair from the stereo camera and display these on the screen.

3. Click with the mouse on the top of the polystyrene object in the window showing the image

from the left camera.

4. Extract a small pixel region around the clicked pixel, and perform a template matching with

this region in the image from the right camera. The best match should then yield the pixel

coordinate of the object in the image from the right camera.

5. Using developed vision algorithms, calculate the 3D coordinate of the object in the left

camera frame.

6. Transform the object position to the frame of the manipulator base and calculate inverse

kinematics for this position. When calculating the inverse kinematics, the desired manipu-

lator TCP has been set to a position above the object corresponding to a gripper position

making the object graspable.

7. Plan a collision free trajectory from the current manipulator configuration to the grasp

configuration, move the manipulator according to this trajectory.

8. Close the gripper fingers and plan and move the manipulator back to a predefined configu-

ration.

One important aspect not accounted for in the pilot project, is clearly the complete au-

tonomous identification of the object to be grasped, but a guideline throughout the project

has been to get something working before further development and in that process, corners will

necessarily be cut.

4.2.1 Forskningens Døgn 2010

A fine opportunity to show the capabilities of the robot, when the pilot project had been completed,

was the event Forskningens Døgn 2010 where the public is invited into the robotics laboratory,

RoboLab, to learn what robots can do and see what projects are currently ongoing. In order to

facilitate an inspiring experience for the guests, the pilot project was expanded to enable the robot

to move the game pieces of a tic-tac-toe-game around a game board.

The board and pieces were again made from polystyrene and each brick was colored such

that the risk of failing in the template matching procedure was minimized. When making a move,

a game piece was chosen as described in item 3 of the enumeration in section 4.2 above. The

game field at which to place the game piece was chosen as a number in the range 0-8 indexing

the nine fields. The place configuration of the manipulator was then found by setting the desired

TCP position in a transformation corresponding to the chosen index. That transformation could

be found, since it was a requirement that before a game was started, the robot had to be shown

the borders of the game board. This was also done very simply by clicking with the mouse on

the pixel coordinates of the game board corners and then reconstructing these points to form
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the transformation between the camera frames and the game board. Again, since the camera-

manipulator transformation is known, that was sufficient to arbitrarily moving the game pieces

around on the game board.

Several school children visited the event and found the tic-tac-toe playing robot exciting. In

figure 4.1 a picture of one of the many games which were played that day is seen.

(a) (b)

Figure 4.1: Children playing tic tac toe with the robot on Forskningens døgn 2010.

Participating in Forskningens Døgn yields experiences about how the robot can be controlled

in an environment with persons not used to interact with robots. Since it is essential for performing

masonry at a construction site, that the robot should be able to work in such environment, it is

therefore necessary to perform these kinds of test along the way. One interesting observation, is

that especially kids have very much faith in the robot not to be potentially harmful to anybody.

Of course this is up to the developers of the control system to ensure, but robots are typically to

some degree considered autonomous units, and still these kids often showed no fear of what the

robot could possibly do. Another advantage of participating in this event, is that the robot must

be functional at that specific point. Therefore, it is an exercise of being able to keep a deadline,

and therefore ensure that the system is in a functional stage. This means that although the system

is not perfect, one should rather concentrate on making the best of it, than considering and

implementing improvements that cannot be tested in advance.

It would be a interesting task to make the robot able to play the game autonomously. The

resulting application and algorithms of such a system would however not likely be useful in the

further progress of the project and therefore this was not done. Such a system would require

the logic to calculate proper moves in the game, which is a standard example application and

solutions like state graph search or reinforcement learning can be found in many books on artificial

intelligence, see [37] for example. The problem would however be to make the robot able to

recognize the state of the game through its sensors and recognize when and what move the human

opponent makes. These are also very interesting tasks, but beyond the scope of this project.

4.3 Performing the task of masonry

Performing masonry is a much more abstract task than the above mentioned tic tac toe task, as

much more autonomy and planning is needed in order to succeed. Therefore this task is divided

into two subtasks, first the creation of a simulation of a successful construction of a wall with the

robot and then the task of making this work on the actual robot.

4.3.1 Simulations

The preliminary task in creating the simulation of the robot performing masonry is simply to

create a pattern generator algorithm, i.e. an algorithm that determines where the next brick should
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be placed in the wall segment to be constructed. It is a relative simple task, but bugs in that task

would definitely make the real masonry task fail, and bugs in this part of the system might be hard

to trace.

The actual simulation task involves the development of the algorithm for performing masonry,

i.e. an algorithm that creates the appropriate subtasks of moving the robotic arm, grasping and

moving the platform, and ensures the execution of these in the correct order. This task has a

very well defined goal, that is to be able to build a 1x1 meter wall successfully avoiding collisions.

Especially the collision avoidance part is preferable to develop in simulation mode as errors are not

fatal, and as many different situations can be tested in a short time. A simulator for the platform is

available with the platform software, so simulations of the platform path planning and movement

can preferably be tested separately.

Figure 4.2: A screenshot from a simulation of the robot performing masonry.

The main result of this simulation application is the actual successful simulation of the masonry

task, but also the ability to test individual algorithms is important. In that way, improvements to

the algorithms for the real robot can be tested a priori in the simulation mode. The main drawback

of simulations is that it is almost impossible to test all the exceptions, imprecisions and errors that

can happen when using the real robot. Instead of spending a lot of effort on modeling these, the

simulation mode is intended to be used along with tests on the real robot.

4.3.2 Real world implementation

With the sunny day scenario of the masonry properly working in simulation mode, the transition

to executing the task on the real robot is much easier. The most important difference between the

control of the real robot and the simulated control is the imprecision in the platform movement,

and therefore algorithms for estimating the transformation between the platform and the bricks

and wall must be developed. This development can however be kick-started, as algorithms for

estimating transformations already have been used in the calibration and tic tac toe applications.

A second important task when using the actual robot is to be able to handle exceptions. The

manipulator being a zero series model entails that both the hardware and controller software

appears in a less mature state than the recent manipulators available from the provider. Also the

blend algorithm for the controller, developed in the FORK project and described in 7.3 is expected

to contain bugs or errors when exercised more thoroughly. Therefore this task also deals a lot with

handling these situations properly as they occur.
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Figure 4.3: The testing environment for developing the masonry application.

In order to make testing easy, a testing area for the robot is also created in this part of the

project. The testing environment can be seen in figure 4.3 The ability to make quick tests is very

important for the speed of the development process, and especially the creation of this controlled

scene where objects can be moved as desired made this possible. If too many changes in the

scene occur, it will be necessary to create new maps for the platform movement which is a time

consuming task that removes the focus from the specific property to be tested.

The development of logging facilities able to log the performance of the robot provided itself

useful in diagnosing error causes and evaluating the performance in order to improve the system.

4.4 Attending the opening of Odense Havnekulturfestival 2010

A small promotion demo application is developed during the process to be used at the opening of

the fair, “Odense Havnekulturfestival 2010”. The aim of this application is to create interest for the

project and the engineering educations at The University of Southern Denmark. The application

itself has little to do with the masonry task. An important aspect of this task is that it should be

very robust, meaning the risk of errors and exceptions should be minimal although the scene is

unknown. This leads to the following task.

• Move the platform to an interview position on a scene.

• Make an interview with alderman Jan Boye of Odense Kommune by playing prerecorded

sound files from a speaker on the robot. During the interview the robot moves a microphone

back and forth between the interviewed and the speaker on the robot.

• Wave with the manipulator to the audience and move away.

The tasks involving movement of the platform are solved by tele-operating the platform, and

the movements of the manipulator is made of predefined paths in order to perfectly control the

flow of actions. Still, the demo should give an impression of an intelligent autonomous mobile

robot.
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System calibration

This chapter will give insight to the necessity of calibration on different levels of the robot system,

and then present the methods used and results obtained for each of the calibrations conducted.

Both methods and results will be discussed in relation to the application of performing masonry

with the robot. The performed calibrations are a calibration of the stereo camera, a calibration of

the Denavit-Hartenberg parameters, describing the kinematics of the manipulator and a calibra-

tion of the transformation between the manipulator and the camera. The last calibration uses the

two others, and with all three calibrations executed, it is possible to estimate the accuracy of the

robot when guided by input from the vision system.

5.1 Motivation

Accordance is a keyword when developing robotic control systems. This is because these are

typically dependent on some kind of modeling of the real world in which the robot is to be

operating. The level of success with which the robot will do so will therefore depend on the level of

accordance between the model used in the control system and the real world characteristics. Even

though servo mechanisms can be applied in order to reduce the errors that these differences lead

to, again, the effectiveness of these methods will also depend of some kind of modeling. Calibration

can be said to be the art of adjusting a given model such that it optimizes its accordance with the

real world.

For the particular robot system of this project three main models are used to determine the

behavior of the robot in operation. The first is the modeling of how the appearance of the real

world is mapped to pixel values in the two image planes of the stereo camera. Calibrating this

model will lead to the best achievable image representation of the real world, which can then be

used to extract information about the real world state. The second model is that of the kinematics

of the manipulator which is essential for assuring the correct correspondence between the joint

configuration and the transformation of the TCP with respect to the base.

The third model relates the two foregoing. It describes the placement of the manipulator

base frame in the representation of the real world as obtained using the stereo camera. When

it is possible to precisely describe this last relationship, it will also be possible to determine the

manipulator configuration needed in order to correctly position the TCP relative to real world

objects located by the vision system. This last aspect is of course essential considering the ability

to place bricks precisely in a wall and it is described as a transformation between the frame of

the stereo camera, in this case the left camera, and the base frame of the manipulator. When this

transformation is known, one can easily transform coordinates of objects seen in the camera frame

into the manipulator base frame. This calibration will also determine the transformation between

the TCP of the manipulator and the gripper. The important frames for that calibration is seen in

figure 5.1.
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Figure 5.1: The four important frames for calibrating the transformations between the

manipulator base and the stereo camera and between the manipulator TCP and the

gripper. A red arrow points in the positive direction of the x-axis of a frame, a green

along the y-axis and a blue along the z-axis. The shown frames are the manipulator

base frame, the TCP frame of the manipulator, the frame of the marker on the gripper

and the frame of the left camera. The lines originating from the camera frame visualize

the approximated field of view of the camera.

The camera is mounted on a pan-tilt unit, placed on the same steel plate as the manipulator.

The pan-tilt is controllable through ARIA, but it has not been used in the project, so the calibration

procedure will determine the constant transformation between the camera and manipulator. Since

it may be needed to unmount and remount or possibly move or adjust the placement of either

the manipulator or the stereo camera, which will degrade the validity of the current calibrated

transformation and therefore require it to be re-calibrated, an automated calibration procedure

is developed for this transformation. The calibration of the stereo camera and the manipulator

kinematics are both only needed to be performed once if the results are acceptable, and the

methods used for doing so have been developed outside this project and these will therefore not

be presented in the same level of detail as the manipulator-camera calibration.

5.1.1 Stereo camera calibration

Stereo camera calibration is the art of determining the intrinsic1 and extrinsic parameters2 of a

stereo camera setup, using the pinhole camera model and a distortion model. Several software

tools for camera calibration exist including OpenCV[45] and “Camera Calibration Toolbox for

MATLAB”[8]. Both uses the Brown-Conrady[10] distortion model. Camera Calibration Toolbox for

MATLAB is used in this project as we have prior experience with that software. The calibration

procedure is performed as in the examples on the homepage, first for the left and right cameras

separately and then for the stereo setup. An example of a pair of raw images is seen in figure 5.2.

Due to the short focal length of the camera, the distortion becomes high near the edges, and thus

a high order model is used for the distortion parameters. 116 image pairs of a chessboard were

used in the calibration procedure and the result is seen in table 5.1.

1Focal length, skew, principal point, a ratio of the horizontal and vertical dimension of the pixels and the distortion

model parameters.
2Transformation of the right camera placing the left camera in origo aligned with the coordinate system axes.
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Parameter fh fv µx µy k1 k2 k3 k4 k5

Value 548.93593 549.26726 518.23785 384.65478 -0.34579 0.12787 0.00027 0.00022 -0.02239

Error 0.71165 0.70702 0.55708 0.60303 0.00097 0.00101 0.00010 0.00008 0.00032

(a) Intrinsic parameters of left camera.

Parameter fh fv µx µy k1 k2 k3 k4 k5

Value 547.61247 548.13413 511.54863 391.80996 -0.33927 0.11929 0.00020 0.00050 -0.01919

Error 0.70764 0.70186 0.55020 0.58846 0.00090 0.00087 0.00010 0.00008 0.00025

(b) Intrinsic parameters of right camera.

Parameter x y z ωx ωy ωz

Value -120.13556 0.27329 0.25384 0.00756 0.00616 -0.00195

Error 0.17342 0.16371 0.39794 0.00045 0.00062 0.00008

(c) Transformation of the left camera frame with respect to the right camera

frame.

Table 5.1: Result of the stereo camera calibration.

fh and fv are the focal lengths in the horizontal and vertical axes respectively, µx ,µy is the

coordinates of the principal point in the image plane, ki is the i’th distortion parameter and
[

ωxωyωz

]T
is an angle-axis representation of the rotation aligning the right camera frame with the

coordinate axes of the left camera. Positions of the transformation are in millimeters. The shown

errors values correspond to approximately three times the standard deviation for each parameter.

The errors are small for the parameters meaning that the confidence in the estimates is high.

(a) Left. (b) Right.

Figure 5.2: Pair of raw images for the stereo calibration.

With the distortion model and the transformation between the left and right cameras obtained

from the calibration, images can be undistorted and rectified as seen in figure 5.3. As can be seen in

the figure, the transformation, which is applied to a raw image when performing undistortion and

rectification, causes the middle part of the image to be down-sampled. Contrary, regions towards

the periphery are stretched quite much, yielding blurry, erroneous and invalid pixels. In order to

preserve the resolution in the middle region and to avoid unusable pixels, a transformation where

the down-sampling of areas are avoided is used in this project.

This transformation makes a mapping from the raw image to a new one which is undistorted

and rectified and will look like as if it was captured with a camera with specific characteristics.

These characteristics are: A fixed focal length of 550 pixel, which has been found to preserve the

image resolution of the raw image in the center. An image resolution of 1350×950 pixels, which is

more than the raw image, but must be so in order to still contain the important and useful image



30 CHAPTER 5. SYSTEM CALIBRATION

(a) Left. (b) Right.

Figure 5.3: The images of figure 5.2 after undistortion and rectification. The black

areas represent invalid pixels.

region, when the focal length is changed. Principal point is placed in the middle of the image. An

example of the result of applying this transform to the pair of images can be seen in figure 5.4.

(a) Left. (b) Right.

Figure 5.4: The images of figure 5.2 after applying a transform that undistorts and

rectifies the images while still preserving the resolution in the center of the images and

discards invalid or too blurry image regions.

The presented transformation is used so that the chance of successful object recognition is

increased, mainly by having objects appear more clearly in the middle of the image. One note

to make is that OpenCV version 2.1, now incorporates functionality to extract valid pixels after

undistortion and rectification, and also to adjust the new image size. This version was, however,

not released at the time of implementing the procedure.

Stereo calibration quality

The calibration procedure works by obtaining the image coordinates of the corner points of the

chessboards, by knowing that for each chessboard observed, these points lie in a specific pattern

in a plane, the desired coordinates of these points can also be calculated. it is then possible to

project these desired points into the image plane, whereas the reprojection error can be calculated.

The reprojection errors seen in figure 5.5 gives an indication of how well the calibration fit the data.

These errors are the corner point residuals obtained from the calibration. The errors on up to 2

pixels are acceptable for a camera with a high field of view.3

3The few points at a larger distance are considered as outliers.
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Figure 5.5: Reprojection errors from the stereo calibration.

With the short focal length and the relative high distortion near the edges, this also means that

the correctness of the estimates of the distortion model parameters becomes highly significant. If

the distortion model is poor, it will lead to a wrong mapping of the pixels into the image plane of

the pinhole model. And again, that will lead to wrong interpretations about the state of the visible

scene. The stereo calibration result presented above is the second one obtained in this project,

since the first was not sufficiently accurate.

Although the errors for the parameter estimates of the original camera calibration were quite

small, it was experienced that that does not necessarily imply the resulting camera model being

accurate. This was observed by doing some simple tests of the 3D reconstruction performance

using measuring tape. In the tests, the distance from the camera to a 3D point was measured by

this tape and compared to the result for the same distance as obtained using the vision system.

This showed differences of several centimeters, which was unacceptable considering the need of

grasping bricks detected by the vision system accurately. Although the testing method was very

unsophisticated, it still suggested that the camera calibration needed to be improved.

Using this kind of calibration procedure, it can be very hard to identify a problem like this,

especially when the procedure on the homepage is followed rather strictly, which is expected to

give reliable results. In the particular situation, the reprojection errors showed no signs of a bad

model fit. However, this case suggests that with a camera giving highly distorted images, indicating

that the pinhole model is relatively far from valid. Therefore a much larger dataset is required in

order to estimate the true mapping to that model, when creating this data, attention was put on

placing the chessboard in all areas of the images and at different distances and orientations. A

convenient enhancement of the “Camera Calibration Toolbox for MATLAB” would be to include a

way of supplying a validation set of image based on which, it could be evaluated if a calibration

result is good enough, as these errors are hard to detect manually.

Improving the reliability with a new calibration

For a calibration to be considered satisfactory, two goals were determined, see figure 5.6. First, the

accuracy with which 3D distances, here called x, could be determined using the camera, should be

within 0.2 % of the true distance, µ. The value of this maximal deviation is called ǫ1. This choice of

objective is based on the depth accuracy that is obtainable with the BumbleBee2 stereo camera.4

A calibration of the BumbleBee2 stereo camera should then be found with which it is possible

to reconstruct 3D points, such that the distances between these will not differ more than 0.2 %

4On the support pages of [28], an automated calculation of the depth accuracy for a specific camera can be

downloaded,  !!"#$$%%%&"!'()*&+,-$./"",(!$01$23!3$-,2454)2.!)(),3++/(3+*&67..
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from the true distance between these 3D points. The intention is then to be able to detect the 3D

position of objects with the highest possible accuracy.

The second goal for the calibration, is to reduce the risk of determining 3D position with too

large uncertainty. If the calibration is poor it will lead to 3D positions of objects being determined

incorrectly more often than for a good calibration. The objective in this matter is not to allow

deviations from the true position of objects by more than 1 % in 95 % of all cases. This means that

the precision of observations should be high, meaning that if the same object is to be identified

several times, the variance in these observation should be equivalently low. The value of this

maximal allowable variance is called ǫ2.

Figure 5.6: Illustration of parameters that must meet certain criteria for a stereo

camera calibration to be satisfactory.

Both calibration goals may be reached partly by using a larger dataset for the calibration proce-

dure, but it is crucial for high accuracy to have the calibration parameter estimates determined

close to the true value, which will require a thoroughly sampled dataset.

An investigation of the calibration quality is performed in order to clarify that the old calibration

should be discarded and to evaluate if a new one was acceptable. This analysis is based on the

reconstruction of a chessboard with a known square size of 13.4 mm. By recognition of this

chessboard in the images from both the left and the right cameras, using the stereo calibration,

the transformation of the chessboard frame, which has its origo in the center of the chessboard,

relative to the camera frames can be found. See section 7.4 for a detailed presentation of this

technique.

Together with the parameters for the optimal pose of the chessboard, also the size of chessboard

squares is left as a parameter to estimate minimization procedure. This will then also result in an

estimate of the most likely square size of the observed chessboard. The interesting aspect of this

analysis is then how well the minimization result of the square size matches the known true value

of it. The analysis is based on a sequence of images, for which both the old and the new calibration

is used. The results can be seen in figure 5.7.

First of all, by inspecting the two right plots of figure 5.7, the analysis shows that with the new

calibration, the distribution of the square sizes determined is centered close to the correct value,

µ, of 13.4 mm with a mean of 13.39 mm and a standard deviation of 0.055 mm. Contrary, the data

found by the old calibration has mean of 13.48 mm and standard deviation of 0.128 mm, which

shows that the square size found using the old calibration must be expected to be wrong. It also

shows that the minimization procedure has much more difficulty converging since the variation of

the found square size is much bigger than with the new calibration. This last statement is verified

by the lower left plot which shows the resulting minimized pixel errors. The upper left plot of figure

5.7 was constructed to investigate whether this error should be expected to be even greater as the

distance to the cameras increases. This does, however, not seem to be the case.
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Figure 5.7: Results of comparing the old and the new calibrations for the BumbleBee2

stereo camera. Upper left: Found chessboard square size plotted against the distance

to the chessboards. Upper right: Histogram of chessboard square size determined with

the old calibration. Lower left: Minimized sum of squared pixel errors shown for all

chessboards. Lower right: Histogram of chessboard square size determined with the

new calibration.

The lower right histogram showing the distribution of the chessboard square size using the

new calibration, gives an intuitive way of evaluating the goals for the calibration quality. ǫ1 will

in this specific case evaluate to 0.2 %·µ= 0.2 %·13.4 mm = 0.027 mm. The sample mean, x̄, of the

found chessboard square size of 13.39 mm gives a d of ‖µ− x̄‖ = ‖13.4 mm−13.39 mm‖ = 0.01 mm,

which satisfies the objective of accuracy. The second goal is evaluated using a statistical prediction

interval which gives the boundaries between which an additional sample with a specified signifi-

cance level, α, will be found. The chessboard square size, x, is assumed normally distributed and

its mean and variance are estimated by the sample mean, x̄, and the sample variance, s2. This way

a prediction interval with α= 95 % is given as

[PIl ower ,PIupper ] = [x̄ + s ·Φ−1(0.025), x̄ + s ·Φ−1(0.975)] (5.1)

where Φ is the cumulative distribution function of the standard normal distribution, ∼ N (0,1).

Since it is required that observations should be expected to be within 0.1 % of the sample mean,

the prediction interval, which can be solved for s then reads

[x̄ −0.01· x̄, x̄ +0.01· x̄] = [x̄ + s ·Φ−1(0.025), x̄ + s ·Φ−1(0.975)] (5.2)

which gives

x̄ −0.01· x̄ = x̄ + s ·Φ−1(0.025) ⇒ s =
−0.01· x̄

Φ−1(0.025)
(5.3)
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With x̄ = 13.39 mm the maximum allowable standard deviation,
p
ǫ2, is then 0.068 mm. The

sample standard deviation for the chessboard square size found using the new calibration is

0.055 mm which then satisfies the second calibration goal. The data from the first calibration, that

by inspection was considered inadequate, showed an deviance in the accuracy of 0.08 mm, which

is far more than the tolerance of 0.027 mm, and a standard deviation of 0.128 mm, which is also

higher than the tolerance.

Although it might seem farfetched to accept the new calibration using these goals and the

detection of the chessboard square size, it is considered that this was the only way of evaluating the

vision system output with respect to a known true quantity. Otherwise it should be possible to make

comparisons with the position of a marker placed on the manipulator TCP for which the forward

kinematic was 100 % accounted for. However, that will put some dependency on the calibration

of the manipulator, and it was a clear desire to evaluate the camera calibration involving as little

of other systems as possible. The major dependency of the used method lies on the chessboard

recognition algorithm, which of course may give incorrect results if the illumination is bad or if the

image is blurred. Still, these circumstances are assumed to have been present through the analysis,

which is why the evaluation will also account for these cases.

Discussion and further enhancements

It can be discussed if the used BumbleBee2 stereo camera is suitable for the masonry application.

The large field of view of course makes it possible to detect objects in the periphery of the robot

front end. This is a good thing, since then is it not required that the camera must be pointing

exactly in the direction of these objects. Instead, the dependency on the positioning capabilities

of the platform is reduced, which is also beneficial since that positioning has shown to possess

rather high variance, see section 7.1.2. Even so, the large field of view also implies that much data

(light) need to be compressed onto the image plane making each pixel value more unreliable and

will therefore be subject to blurriness since there is a higher risk that light originating from several

object will affect a single pixel. Therefore, this is expected to cause degraded object detection

performance, especially in the periphery of the image. A camera with a smaller field of view would

produce sharper images representing more precisely the scene right in front of the camera than the

used. Such a camera would therefore lead to more accurate depth estimates of the visible scene.

Accurate depth maps (disparity maps) of the scene could be of great importance considering the

ability to avoid obstacles in real time.

5.2 Manipulator kinematics calibration

The calibration of the manipulator kinematics is essential for the precision with which objects

can be manipulated. This is because the kinematic model describes the construction of the real

manipulator together with the relationship between the actuation of the joint motors and the

corresponding movement of the manipulator links. Any error of the model means that the real

manipulator will be positioned differently than what is expected when calculating its configuration.

In this project, the manipulator has been replaced several times, changing between different

series of the Universal Robots UR-6-85-5-A model. Each of these manipulators came with a more

or less precise kinematic model. Before the importance of calibrating the kinematic model was

realized, errors were at that time detected when trying to match 3D positions obtained by the

vision system with the position given by the kinematic model. Of course, this mismatch can also

be related to imperfections of the other two models described in this chapter, either the camera

calibration or the transformation between the manipulator and the camera. But it became clear

that the calibration of the manipulator was also needed to be precisely calibrated in order to obtain

an acceptable accordance between the different systems.
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Fortunately, a calibration procedure for the Universal Robots manipulator has recently been

developed at the Maersk Mc-Kinney Moller Institute. This procedure was applied to the manipula-

tor currently used in this project. The result from performing this calibration is expected to have

reliability since it is based on many samples, and that calibration procedure has previously been

used with success. The current version of the calibration algorithm does not contain any direct

way of calculating the resulting error in terms of position and rotation of the end effector. This

would be convenient since, then would it be known what further uncertainties that will propagate

to. [33]

One note to make about calibrating the kinematic model is to be aware that it influences the

collision setup. The collision setup which is used for the manipulator in this project is defined

as geometries corresponding to the manipulator links, placed in frames corresponding to the

manipulator joints. These geometries are based on an ideal model of the manipulator where e.g.

joint frames are exactly orthogonal to each other. When the kinematic model is changed slightly

due to the calibration, it means that these geometries also will be moved relatively to each other.

Although the displacements are small, it is important to be aware that these changes will result

in incorrect collision free space in the model. Therefore, there will be a small risk, when using

random based planning methods, that the robot is sent through this space, which then will result

in self collision. An example of such geometry displacement is seen in figure 5.8.

(a) Universal Robots UR-6-85-5-A model. (b) The elbow joint at which the geometries are

slightly displaced.

Figure 5.8: Example of ideal geometries not matching exactly a calibrated kinematic

manipulator model.

In order to handle this risk of self collision, it is possible to assure a minimum clearance

between geometries when evaluating if a specific configuration is considered to be in collision.

Another possibility, which is partly used in this project, is to use geometries for collision checking

which has a larger volume than the original geometry.

5.3 Manipulator-camera transformation calibration

This section will present the approach used for the calibration of the manipulator-camera transfor-

mation and the result obtained. The motivation for performing this calibration is to be able to carry

out precise movements of the manipulator with respect to the surroundings of the robot. If an

object to be grasped by the robot is recognized by the stereo vision system, it is crucial that the end

effector of the manipulator can be placed precisely such that the object is graspable. This is only
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obtainable if the transformation between the camera frames and the manipulator base is known.

The objective of the this calibration is therefore to determine the true value of the parameters in

this transformation. In the described version, the pan tilt unit on which the camera is placed is

held fixed. It would be possible to incorporate that into the model, but until the demand for active

use of the pan tilt unit becomes necessary, this extra complexity is avoided.

5.3.1 Approach

In order to obtain a high quality calibration, the approach used in this project facilitate the

gathering of many data points to base the inference on. The approach is based on the identification

of a known marker in images from the stereo camera system and then compare these observations

with the kinematic model. Below, this three-step approach is listed.

1. Locate all marker points in 2D in the two image planes by vision.

2. Calculate the projection of the real marker points onto the image planes using the known

configuration of the manipulator and an estimated manipulator-camera transformation.

3. Adjust the manipulator-camera transformation such that distance between the located and

reprojected points is minimal.

The vital part of the first step is to find a marker, satisfying the criteria, mentioned above,

preferably one where feature identification already exists in software packages. A marker with

such characteristics, used in many calibration applications is a chessboard. Each intersection of

four squares on a chessboard can be used as a data point, and estimating the point can be precise

down to subpixelar levels. This functionality is already implemented in OpenCV, and an example

of the use of finding chessboard corners for calibration can be found in [9, chap. 11], in this case

for stereo camera calibration. This chessboard identification will give the 2D point estimates xi , j ,n

for the i ’th point in the j ’th camera for the n’th observation. See section 7.4 for details of how the

identification is done.

The second step is as mentioned to calculate the projection of the marker feature points onto

the image plane. The formula for this can be seen in equation 5.4.

x̂i , j ,n = P j

(

T̂ base
camer aT TC P

base,n T̂
g r i pper

T C P
T mar ker

g r i pper Xi

)

(5.4)

where xi , j ,n denotes the projection onto the j ’th image plane of the i ’th 3D point in the n’th

observation of the marker point Xi with coordinates given in the marker frame. P j is the projection

matrix of the j ’th camera, found in section 5.1.1. The derivation of the above formula is based on

the relationship seen in equation 5.5.

T mar ker
camer a = T base

camer aT TC P
base T

g r i pper

TC P
T mar ker

g r i pper (5.5)

T mar ker
camer a is found by vision. T base

camer a and T
g r i pper

TC P
are unknowns of the system and will be

determined in the procedure presented here. T T C P
base

is determined using the forward kinematics of

the manipulator, using the actual joint configuration and the Denavit-Hartenberg parameters for

which the calibration is described in 5.2. T mar ker
g r i pper

is manually measurable.

It is desirable to be able to later recalibrate the manipulator-camera transformation, in case of

e.g. change of manipulator base mounting or adjustment of the pan-tilt unit on which the camera

is placed. Therefore, the marker to use for this calibration is placed on the side of the PG70 gripper,

which means that the calibration procedure can be carried out without any disassembly.
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Primarily, it is the transformation, T̂ base
camer a we wish to find. Additionally, also T̂

g r i pper

T C P
must be

estimated since its value can only be measured imprecisely due to assembly flanges and mechanics.

It would therefore bias the primary calibration result if not taken into account. Contrary, the

transformation T mar ker
g r i pper

is considered known since the gripper geometry is known and the marker

has been placed carefully relative to this geometry. If T mar ker
g r i pper

contains a little error, it will just

cause that T̂
g r i pper

TC P
compensates for that error without affecting the overall result of the T̂ base

camer a

transformation. It proved itself useful to also optionally be able to calibrate the offsets of joint 2,

3, 4 and 5, as these may need to be recalibrated if errors occur in the manipulator. The reason

for only calibrating the joint offsets of the middle four joints, is that the base joint offset and the

tool joint offset are both not independent parameters. The value of these offsets will namely be

included in the determination of the rotation parts of T camer a
mani pul ator

and T
g r i pper

TC P
respectively.

With the above defined projection function, it is then possible to formulate a quadratic cost

function for estimates of the parameters:

χ2 =Σ
Nobs

n=1 Σ
2
j=1Σ

Ncor ner s

i=1

(

xi , j ,n − x̂i , j ,n

)T
Ci

(

xi , j ,n − x̂i , j ,n

)

(5.6)

Where x̂i , j ,n is calculated as in equation 5.4 and xi , j ,n is found by vision. As we now define the

cost in the image plane, we then minimize the geometric error which can often be seen as constant

throughout the image planes, see [25, chap. 12], making Ci a constant 2×2 identity matrix.

The cost function 5.6 can easily be transferred into a multidimensional least squares fitting

problem. An algorithm capable of finding a minimum of such sum is the Levenberg-Marquardt

algorithm [38, 50]. This algorithm is also capable of calculating the covariance matrix for the found

parameters. An online free implementation of the algorithm is levmar[36]. To ensure finding the

global minimum of the function, it could be possible to run the algorithm several times on the

acquired data with different starting guesses. Again, the reader is referred to section 7.4 for more

details.

As described in the preceding, a chessboard marker is placed on the side of the gripper. If the

manipulator is in a configuration where the chessboard is visible by the cameras, images can be

acquired in which the coordinates for the corners between the black and white squares can be

determined. In this project, the mechanism for finding these corners is the one implemented

in OpenCV. In figure 5.9 an example of a chessboard recognized in an image pair used for the

calibration procedure is shown.

(a) Left camera view. (b) Right camera view.

Figure 5.9: A pair of images from the stereo camera used to determine the manipulator-

camera transformation. The chessboards in the images are identified by OpenCV and

these image points are represented by the colored graphics.
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What is to be described next is how the automated procedure for gathering the calibration data

has been developed and then how this data is applied to the method described above.

5.3.2 Data acquisition

The calibration procedure is implemented to automatically collect data for the minimization of the

cost function presented in the above section. In general it is desired, for the parameter estimation

to be as stable as possible, to have the manipulator joint configurations sampled throughout its

joint space. This is sought by generating random samples within this space. However, a large

portion of these configurations will result in the chessboard not being recognizable by both the

left and right cameras. The reasons for that include that it might not be entirely inside the field of

view of the cameras, the orientation of the marker might be pointing away from the cameras, it

might be too far for stable recognition or the manipulator links might occlude the chessboard in

the images. Finally, a random configuration may be one which is not collision free, or there is no

collision free path to this random configuration.

It is desirable to reduce the time spend moving the manipulator if no successful calibration

data can be acquired. Therefore, a heuristic is applied before the manipulator is moved to a new

configuration. This means that the physical manipulator is kept idle, while evaluating if a proposed

manipulator configuration can be used for the calibration process. Until such one is found, the

randomly generated manipulator configurations are only evaluated in a virtual environment. This

is because intelligently moving the manipulator between reasonable configurations will speed

up the data acquisition process by not moving it into intermediate fruitless configurations. The

heuristic is described in the following subsections, it is based on a relatively good initial guess of

T base
camer a .

Ensuring that the chessboard is within the camera field of view

When a random configuration has been generated, the resulting chessboard frame transformation

is calculated. Then, in order to increase the speed of the algorithm, the chessboard visibility is first

evaluated simply by considering the sign of third entry of the position part of T chessboar d
camer a which

must be greater than zero. This makes sure that the chessboard is at all in front of the camera and

not behind it.

Next, the 3D points of the corner points of the chessboard are determined for the sampled

configuration. The four outermost of these corner points are then projected onto the image planes

of the left and right camera, which will give the resulting theoretical pixel coordinates for these

corners. These coordinates are then compared with the actual image dimensions, and if not all

outermost corner points are within the limits of the image dimensions for both cameras, the

present manipulator configuration is discarded and a new one is sampled.

Additionally, a criterion for a random configuration is that it must also be such that the

orientation of the chessboard frame has its z-axis pointing towards the camera. This makes sure

that it is the side of the gripper with the chessboard on it which faces the camera. The angle

between the chessboard z-axis and a line from the left camera frame origo to the center of the

chessboard, must be in the range 150◦ to 210◦, in order for the chessboard recognition algorithm

to be successful. This can be ensured by requiring

θmax =−
√

3

2
> T chessboar d

camer a (1 : 3,3) ·T chessboar d
camer a (1 : 3,4) (5.7)

Finally, it is evaluated whether the manipulator links occlude the chessboard. This is done by

creating geometries corresponding to the space directly between the cameras and the outermost

chessboard corners. These geometries are then added to the collision model, which will then

return false if the manipulator (or something else) collides with these geometries, thus occluding
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the chessboard from the camera views. An example of these geometries not being in collision is

seen in figure 5.10.

Figure 5.10: A random configuration of the manipulator in which the chessboard

placed on the side of the gripper is considered visible be the stereo camera. The red ge-

ometries are used for checking that the manipulator does not occlude the chessboard.

Ensuring manipulator movement

When the visibility has been tested and verified for a generated random configuration of the

manipulator, the state of robot in this configuration is checked for collisions. Although it might

seem weird to delay this check until after the visibility check, it makes the algorithm faster since

collision checking is cumbersome compared to the other algorithms in the heuristic. If the

configuration does not entail collisions, a path to this configuration from the current one is

then searched for. A RRT5, [35], planner is used for this job, and must also return successfully

if the random configuration shall not be discarded. The planner may return unsuccessful if the

maximum allowed planning time is reached, which then requires a new sampled configuration.

During preliminary tests of the calibration procedure it was observed, that the constrained joint

limits of the manipulator, described in section 2.2.1, makes the planning step a lot more efficient.

This is of no surprise since e.g. halving the joint range makes the volume of the configuration

space 26 = 64 times smaller. Also the configurations that must be planned to, will in general be

closer to the current one, which also simplifies the planning task. Optimization of the path lengths

has also provided itself useful for speeding up the data acquisition.

Acquiring the chessboard data by vision

When the manipulator has reached the new configuration, the stereo camera is invoked to acquire

new images. This is done after a wait stage of 3 s which ensures that vibrations in the system

after manipulator movement have decreased sufficiently. In both the left and the right images the

chessboard corners are then attempted recognized. If this is successfully done for both images, the

configuration of the manipulator together with the complete set of chessboard corner coordinates

5Rapidly-exploring random tree.
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for both images are saved.6 If the chessboard recognition fails for one of the images, the manipula-

tor must be moved to a new configuration by the procedure described above before a calibration

data sample can be obtained. The procedure for data acquisition then runs automatically as

long as it takes to successfully collect a predefined number of samples for the minimization and

parameter estimation. In this project, 100 such samples were first acquired as the dataset for

calibration and then afterwards, a second dataset of 20 samples were acquired for validation. More

on validation in section 5.4.2.

5.3.3 Analysis of calibration data: Joint values

As described above, only a subset of the randomly generated configurations of the manipulator are

valid data for the calibration procedure. To gain a model of the kinematic system which is valid in

all configurations, it is necessary to use as many different manipulator configurations as possible

in the calibration. This will increase the stability of the model, i.e. making it descriptive for a larger

portion of the manipulator joint space.

Figure 5.11 shows that for the calibration dataset, all joints except q1 have their joint angles

distributed approximately uniformly in the range valid for each joint. This is what was desired for

obtaining a stable calibration result. It was expected that especially q1 would not comply with this,

since only a subset of its joint range can result in the chessboard being visible to the stereo camera.
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Figure 5.11: Distributions of the sampled joint values used for calibrating the

manipulator-camera transformation.

If the configurations distribution was viewed in its original six dimensional space and not

like in figure 5.11 as projections onto each axis, larger areas of the configuration space would

be left unsampled, as only certain combinations of configurations of the joints can create valid

calibration data. With the current placement of the cameras with respect to the manipulator, this

incomplete sampling of the configuration space is unavoidable. It is, however, expected that the

acquired configurations will be adequate for calibrating the system. This is however a reason why

calibration of Denavit-Hartenberg parameters is not done this way, although that in theory could

be possible.

6The configuration to be saved is the one, which can be read from the manipulator controller. Although it is send to

the sampled configuration, it might not reached it perfectly and the calibration will therefore be more correct this way.
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5.3.4 Analysis of calibration data: Image points

It is also interesting to verify that the chessboard is observed in the entire image plane. It is

desirable to use the entire field of view of the cameras, as the sampling of the joint configurations

is then limited as little as possible. In figure 5.12 it can be seen that the image planes are used fairly

well, although the majority of the chessboards are observed close to the centre of the two fields of

view of the cameras.

Figure 5.12: Distribution of the sampled image points for the calibration. The color

coding is used to show corner points originating from the same view of the chessboard.

Since 100 chessboards are showed, the same color is used for several chessboards.

It might seem as if the image points are not distributed throughout the image planes, but this is

due to the fact that it is a requirement for collecting a calibration sample, that the chessboard must

be visible in both cameras. This, together with relative short distance at which the chessboard

can be placed, due to the reachability of the manipulator, reduces the range in which chessboard

corner points will be observed.

5.3.5 Fitting the model

When a number of calibration samples have been acquired, a list containing all the observed

chessboard corner point coordinates for both cameras for all samples is constructed. Since the

chessboard in total has 12 corners to find, each with a x and a y pixel coordinate, this gives a

total of 48 data points for each measurement. For N number of configurations with successful

chessboard recognition, there will be N*48 data points as input to the minimization.

Along with this the Levenberg-Marquardt implementation, levmar, must also be supplied

a pointer to a function which can generate the corresponding theoretical list of corner points

coordinates. This function will use the saved manipulator configurations corresponding to each

measurement, and this configuration list is also given as input. For each of these configurations, the

theoretical corner points are then calculated and compared with the corresponding observations.

Also a vector with the starting guess for the parameters, describing the two transformations to

estimate and the optional joint offsets, is provided and these will then iteratively be adjusted until

the quadratic cost of the pixel error is minimized. This starting guess is simply found by visual

inspection and coarse measuring.

When levmar returns, the best fit parameter estimate together with its covariance matrix is

available. Also, one has the opportunity to view the resulting minimum error, number of function

evaluations or other information about the minimization. These can be useful for debugging

purposes to e.g. confirm that the method converges.

As mentioned earlier, the first found set of parameters is slightly perturbated and then used as

a starting guess for another minimization. This is done a few times, and the parameter estimate

found with the lowest resulting error is then at last used as starting guess for a final run of the
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algorithm, but this time the threshold value for stopping at a small parameter change is decreased

by a large factor. This is done to assure that the algorithm will not stop as long as the parameter

estimates can be adjusted to further reduce the error.

Since levmar also gives the covariance for the parameter estimate it is then possible to evaluate

the uncertainty of these parameters, which is important in order to make a statement about

the precision of a robotic system, which is given in section 5.4.1. When running the developed

calibration procedure one has the choice of calibrating the joint offsets or not, which may be

beneficial if e.g. only the camera placement has been changed.

5.3.6 Results

Since the calibration procedure has been used to estimate both the two transformations and the

manipulator joint offsets, the result for all these 16 parameters are presented in this section. The

calibrated manipulator-camera transformation and the calibrated TCP-gripper transformation

together with the initial starting guesses are seen below in table 5.2 as their respective 6D pose

equivalents. The manipulator-camera transformation is the one between the manipulator base

frame and the left camera frame. Also, the results for the calibrated joint offsets are seen.

px py pz φ θ ψ

[m] [m] [m] [◦] [◦] [◦]

P camer a
mani pul ator

Start guess -0.250 -0.250 0.300 50.000 0.000 -90.000

Result -0.285 -0.286 0.181 38.217 -0.024 -89.393

P
g r i pper

T C P

Start guess 0.000 0.000 0.050 -135.000 0.000 0.000

Result 0.001 0.001 0.041 -130.802 0.620 -0.508

(a) Estimated transformations.

∆θ2 ∆θ3 ∆θ4 ∆θ5

[◦] [◦] [◦] [◦]

Joint offsets
Start guess 0.000 0.000 0.000 0.000

Result -0.571 0.003 0.777 1.024

(b) Estimated joint offsets.

Table 5.2: Results from performing a full calibration of the system. The offsets for joints

1 and 6 are not estimated since these are dependent on P camer a
mani pul ator

and P
g r i pper

TC P
,

respectively. The offsets are therefore included in these quantities.

These final results of the calibration was reached through several iterations of development of

the procedure, until an useful result was reached. In each of these iterations, the main concern

was to identify the flaws of the procedure, causing the unsatisfactory results. The flaws have been

improper stereo calibration, uncalibrated kinematic model for the manipulator, poor detection

of the chessboard, vibrations in the platform arising from the manipulator movement giving

unreliable data and imprecise placement of the chessboard on the gripper side.

5.4 Calibration result evaluation

First of all, it is interesting to inspect the residuals from the calibration. These are seen in figure

5.13, where they have been split into the x and y pixel errors both cameras, such that it can be

identified if any systematic error is present.
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Figure 5.13: Residuals from the pixel error minimization of the calibration procedure.

The colors indicate affiliation to coordinate and camera.

Ideally, and for a model to be valid, all residuals shall be normally distributed with zero mean.

This requirement is evaluated using figure 5.14.
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(b) QQ-plot of residuals.

Figure 5.14: The normality of the residuals is evaluated by inspection of their distribu-

tion and a QQ-plot of them.

The mean of the residuals is 0.003 pixel and by performing a t-test [34, chap. 23] it cannot be

rejected at the 5 % significance level that the true mean of the sampled distribution is zero. This

is because the confidence interval for that mean at the 5 % significance level is [−0.049;0.054],

thus including zero. Since the QQ-plot compares the quantiles of the residuals with those of a

standard normal distribution, it means that if there seems to be a linear relationship between the

two, the sampled distribution is also normal. This is verified by the points approximately following

a straight line.

By inspecting the plot of the residuals in figure 5.13, it can be seen that a relationship seems to

be present between the residuals for the x coordinate in the left camera and the residuals for the x

coordinate in the right camera (the blue and red dots follow the same pattern). Also, the residuals

for the y coordinate in the two cameras seems to be related. Such relationships are undesirable in

residuals for a fitted model, since it indicates that the model does not describe the data sufficiently.

This is because the errors can then not solely originate from Gaussian noise present in both the

system to model and the measurements. It would be expected that the noise here ideally could be
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Gaussian distributed and i.i.d.7 if it was just measurement noise. To investigate these relationships

further, pairs of these residual subsets are plotted against each other in figure 5.15.
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Figure 5.15: Residual subsets plotted against each other in order to detect any rela-

tionships.

Here, it is clearly seen that the residuals for both x coordinates are linearly dependent as is

also the y coordinates. No relationships seem present for the other combinations. If we consider

only the x coordinate residuals, it means that the 24 projections, for a specific configuration of

the manipulator, of the modeled corner points onto the image planes will most often be either

to the left or to the right of the actual observations in both image planes. Thus, a model error or

inaccuracy is present since the model cannot describe these patterns. Popular speaking, in those

cases, the manipulator is not exactly where we think it is with the current model.

In order to investigate what causes the undesired dependencies in the residuals, these are com-

pared with the independent variable of the dataset for the calibration, namely the configuration

vector. We want to investigate if any dependencies are present between these configurations and

the residuals. Since the residuals for x in both cameras are highly correlated, as is also the residuals

for y in both cameras, this comparison will only split the total residual set in two, one for the x’s

and one for the y ’s. The result can be seen in figure 5.16.

The joints q(3) to q(6) show a fine random pattern around zero for the residuals for both x and

y . For q(1) it must be kept in mind that this joint was not sampled throughout its space as shown

in figure 5.11. In the areas for which calibration data was acquired, a slight clustering of the data

points for x and y is visible, especially x is mainly positive, negative and positive in the three areas

from left to right respectively.

For q(2) a rather clear linear relationship is visible between the residuals and the joint angle. In

figure 5.17 this is shown by plotting also the least square regression line.

The confidence intervals for the slopes of the regression lines are given by:

C.I.
(

b2,x

)

= [1.4825 pixel/rad;2.0167 pixel/rad] (5.8)

C.I.
(

b2,y

)

= [0.2629 pixel/rad;0.8705 pixel/rad] (5.9)

Thus, given this data, it can be rejected at the 5 % significance level that the true value of

either of these slopes is zero, thereby confirming that, indeed linear relationships exist. Since the

residuals are dependent on the joint angle q(2), it suggests that although the manipulator prior to

this calibration had been calibrated alone, it might not have given a completely reliable result for

7Independent and identically-distributed
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Figure 5.16: Residuals split into subsets for x and y coordinates and plotted against the

independent variable of the calibration dataset, the configurations of the manipulator.
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Figure 5.17: Residuals for x and y plotted against the sampled joint angles for q(2).

the kinematic model of the manipulator. To further investigate if this is true or not, a method is

proposed, which is expected to shed light on this case.

1. Pick a random configuration, qi , ensured to be visible be both cameras, giving a T tool
base,i

.

2. Find the other j inverse kinematics solutions to this transformation.

3. For each found solution, calculate by vision and record T̂ tool
base,i , j

.

4. Repeat for many random configurations i = 1; N and observe variation for each set of

T̂ tool
base,i , j

.

The variance within the sets T̂ tool
base,i , j

will indicate if different configurations, expected to

result in the same T tool
base

will actually do so. Although, there might be differences between T tool
base,i

and T̂ tool
base,i , j

, that will not affect this analysis. This investigation, however, has turned out to be

inapplicable for the manipulator currently in use, since there is too much deviation from the

desired configurations to which the manipulator should move to where it actually ends up. See

section 2.2.2 for this analysis.

An alternative way of dealing with the imperfect calibration result, is to expand the calibration

procedure developed in this project, to also estimate this kinematic model of the manipulator.

However, based on the procedure by which the manipulator calibration was performed, this is

expected to require a lot more data in order to obtain stable results. Furthermore, the narrow



46 CHAPTER 5. SYSTEM CALIBRATION

sampling areas for q(1) would then be considered an even greater disadvantage. And still, it has

not been the focus of this project to obtain a perfect calibration, so further development of the

procedure was not prioritized in favor of continuing with other requirements to the system.

5.4.1 Parameter uncertainties

The 16 parameters have been estimated simultaneously during the multidimensional minimization

process, and the best fit parameter vector P is on the form

P =

















P camer a
mani pul ator

−−−
P

g r i pper

TC P

−−−
∆̄θ

















=









































































px [m]

py [m]

pz [m]
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(5.10)

The value of the best fit parameters are printed in table 5.2. However, in this section we are

interested in the reliability of these best fit values. As described previously, an output of the

levmar minimization routine is the covariance matrix for the fitted parameters. For the calibration

including the joint offsets, this covariance matrix is given in appendix A. The parameter covariance

can be used to evaluate the uncertainty of the parameter estimates since it describes the standard

error for these parameters, see [50, chap. 15]. The covariance matrix is here used to construct

a simultaneous confidence interval in order to evaluate the magnitude of these standard errors.

Simultaneous means that with a confidence level of α all elements of the true parameter mean

vector will lie inside a certain interval. The formula for the confidence interval for the i’th element

of the parameter vector is reprinted below from [32, equation (5-24)].

x̄i −

√

p(n −1)

n −p
Fp,n−p (α)

√

si ,i

n
≤µi ≤ x̄i +

√

p(n −1)

n −p
Fp,n−p (α)

√

si ,i

n
(5.11)

Here n is the number of observations, p is the number of parameters, Fp,n−p (α) is the α’th

percentile of the Fν1,ν2
distribution with ν1 = p, ν2 = n −p and si ,i is the i ’th diagonal element of

the covariance matrix. This gives the following simultaneous intervals with α= 0.05.
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(5.12)

Representing the confidence interval as an ellipsoid would be more correct than a 16 dimen-

sional hyperrectangle, but that result would be very hard to present in an intuitive way. Here each

interval is the ellipsoid projected down on an axis.

It is observed that the largest uncertainty with respect to the positional entries of the parameter

vector is 0.2 mm, which is a sufficiently small range to be acceptable for the masonry application.

For the rotational entries of P camer a
mani pul ator

and P
g r i pper

T C P
, the largest uncertainty is 0.003◦ which is

also acceptable. The uncertainties for the joint offsets are all smaller. Therefore, the confidence

in the fitted parameters is considered high. However, the fitted model should be tested on a new

independent dataset, which is done next.

5.4.2 Validation

A validation of the calibration result is needed in order to check whether the result is reliable,

meaning that the data to which the model was fitted, was a representative sample of the population.

This is tested by acquiring a new dataset, and then using the previously fitted model, calculate the

errors between this model and the new dataset. Then, it is possible to compare the residuals from

the fitting of the model with the errors obtained with the new data. For the model to be acceptable,

these two types of errors should be similar. A plot of the errors to the fitted model obtained with

the 20 sample validation dataset is seen in figure 5.18.

The errors from the validation set are nicely distributed around zero, and seem to follow the

straight line of the QQ-plot fairly well. Also a t-test verifies that the it may come from a zero mean

distribution with a p value of 0.267. However, as mentioned above it is important that these errors

are comparable with the residuals from the calibration. This is investigated by performing a F -test,

which test the hypothesis that two samples have equal variance. Doing this unfortunately rejects

this hypothesis, by stating that the confidence interval for the fraction between the two variance is

[1.671;2.033], which should desirably include 1.

This along with the systematic error in the residuals, reveal that the model has some flaw, as

the dependency on especially joint angles of q(2) also indicate. This means that the calibration

cannot be perfectly valid, as it requires the distributions of both the residuals of the calibration

data and the validation data to come from the same distribution. Although adding more data
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Figure 5.18: Errors from validating the calibrated model with a 20 sample dataset.

Colors indicate affiliation to coordinate and camera.

to the calibration will not correct the model, it will in practice, however still possibly reduce the

validation error, as the validation dataset can be expected to look more like the calibration data.

5.5 Evaluation of system accordance

Although the calibration of the manipulator-camera transformation etc. still contains some minor

flaw, it is possible to evaluate the calibration results of the system as a whole. In order to do this,

an investigation in which the accordance between visual observations of the chessboard marker

used for the calibration and the expected pose of it, calculated by forward kinematics through the

manipulator, is verified. The chessboard corner points which were used to obtain the calibration

result are now used to estimate the chessboard frame pose using the methods of section 7.4. The

found 6D pose for all chessboards in the dataset is then compared with the 6D pose stating the

chessboard frame transformations given by the kinematic model. In figure 5.19 the frames to

compare transformations of are shown together with the chessboard corner points they relate to.
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Figure 5.19: Example of two chessboards shown by their corner points and a frame.

The pose of the green chessboard has been found as a least square fit to its recon-

structed 3D corner points generated by vision and shown with red. The blue chess-

board is positioned according to the state of the kinematic model.

Two equal analyses are made based on 1) the 100 calibration samples and 2) the 20 validation

samples. The differences in each of the six pose coordinates between the two frames are recorded
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and below the result is visualized in figure 5.20 by histograms showing the distributions of these

differences.

-0.01 0 0.01
0

10

20

30

x [m]

F
re

q
u

e
n

c
y

-0.01 0 0.01
0

10

20

30

y [m]
-0.01 0 0.01
0

10

20

30

z [m]
-4 -2 0 2 4
0

10

20

30

φ [deg]  
-4 -2 0 2 4
0

10

20

30

θ [deg]
-4 -2 0 2 4
0

10

20

30

ψ [deg]  

(a) Evaluation of reconstruction, calibration data.
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(b) Evaluation of reconstruction, validation data.

Figure 5.20: Differences for each parameter of 6D poses between chessboard frame

transformations determined by vision and the same transformations determined by

the calibrated kinematic model.

As desirable, in this analysis the error distributions are comparable for the two datasets. By

looking at the errors for the validation dataset, the standard deviation for the correspondence in

the positional part is at most 2.9 mm and based on the foregoing evaluation of the calibration, it

cannot be expected that better correspondence will be present without further enhancement of

the calibration procedure. The rotational correspondence between the frames is also sufficient, in

that the standard deviation at most 0.78◦.

The magnitude of these errors, has found the basis for not considering performing a recalibra-

tion or continuing the development of the procedure. This is because, errors of these sizes are not

expected to cause failure of neither grasping objects, nor placing these.





Chapter 6

Software system design

The robot system contains many physical devices, each of these needing real-time software to

control them. Therefore, a vital part of the project is to design the software controlling each

device, and especially the software that in a reliable and fast way communicates with the devices.

The software system is the thing that glues the whole system together to make it act as a whole.

This chapter contains descriptions of the goals for the software design, stated as guidelines for

the development process, the software architecture, some implementation specifics about the

use of open source software and a more detailed description of the software components in the

architecture. The aim of this description is to make it possible to use and evolve the software

developed in this project as well as to discuss the design decisions made during the process.

6.1 Design goals

The goals of the software design is to make it possible to control a complex robotic system with

many sensors, actuators and demanding algorithms in real-time. This means that the system

should be able to respond quickly and wisely to events from devices while still processing high level

planning and calculations for the actions of the robot. When making software for a development

project, an important aspect for the choice of software architecture and design, is to structure it

in a way that facilitates further evolution and application development. This demands that the

developed source code is easy to comprehend such that it is easy to find and modify features

in the code without breaking the entire program. An important aspect is also to make tests and

simulations of the system possible with minimal or no changes to the algorithms, compared to

when controlling the physical robotic system. This is because simulated tests are much faster and

easier to perform than tests on the real robot. To use simulations efficiently, it should be easy to

translate the control algorithm from an successful simulation into a control for the real robot.

6.2 Software architecture

A widely used pattern in software architecture design is to divide the software into tiers. With such

an architecture it is possible to develop and modify the tiers independently without having to

correct the other tiers as long as the interfaces between them are kept. The different tiers have

different responsibilities, and an illustration of the tiered system architecture can be seen in figure

6.1.

6.2.1 Device control

Starting bottom-up the device control tier contains the drivers and interfaces for the actuators

and sensors. The current system contains four device control servers for the platform, robotic
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Application

Graphical user 

interface

Application control

Core

Task Control

System model
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Device control
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Device drivers

Devices

Additional control 
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Simulators

Figure 6.1: The software architecture of the software system controlling the mobile

manipulator. The green boxes are the tiers of the architecture, the blue boxes are the

software components and the red boxes represent physical devices.

arm, gripper and stereo camera, respectively. These all interface to the rest of the system by

creating a networking server application that is accessible over TCP/IP. This design facilitates that

applications running on different computers with different operating systems are able to connect

to the servers and communicate with them. The servers vary much in complexity, as one must

have in mind both the complexity of the device they must control and the computation power

on the computer on which they are residing. The additional control software noted in figure 6.1

are clients for the robotic arm controller and the platform controller developed by the respective

manufacturers.

Gripper

The server for the gripper is just a simple algorithm that translates incoming requests into requests

that can be sent over a CAN interface to the PG70 Gripper[58]. In the current implementation, only

commands to close or open the gripper with a fixed force are available, but these are sufficient for

performing grasping in the current applications.
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Robotic arm

The controller for the Universal Robots UR-6-85-5-A robotic arm[56] runs a proprietary server1

that is accessible over TCP/IP. The controller server continuously sends packets to connected client

sockets containing status information about the current state of the manipulator. These info are

the same as are used in the “PolyScope” program [65]. The robot is controlled by sending script,

see [66], programs to the controller server which can be executed on the robot. The easiest way to

dynamically update the program executed on the controller is then to send a new script to execute

when necessary. In this application scripts usually contain instructions to move the robotic arm

along specified path, using the blend algorithm, described in 7.3.

The “PolyScope” program is used to initialize, setup and to survey the performance of the

robotic arm, and it can be run in parallel with the developed applications.

Platform

The Seekur platform does as standard contain several devices - the eight motors for controlling the

platform movement, a pan-tilt unit for cameras, a laser range scanner and a inertial measurement

unit (IMU). These can all be interfaced and controlled by the software, ARIA from MobileRobots

Inc. A standard server using ARIA is distributed with the Seekur platform. In this project the

software ARNL[41], which is capable of using the laser range scanner data for localization and path

planning tasks, is also used, making the platform server able to support both interfaces. A server

using both libraries is used in this project. The basic interface to the platform is then to specify a

goal pose of the robot, meaning an x, y and orientation parameter which is sent to the server. The

server then generates a path to move to that goal. The path is updated if obstacles are detected

and the laser range scanner can be used to verify if the goal is reached. More information on how

to use and extend this software can be found in [46].

Camera

The server for the BumbleBee2 stereo camera currently captures images in single-shot mode when

requested by the client application. When images are captured they are compressed by a jpeg

transform to decrease the amount of bytes to send per image and to decrease the delay until the

client application receives the images.

It is due to the limited processing power on the onboard computer on the Seekur platform

that further image processing algorithms and undistortion and rectification transforms are not

executed there but on the remote computer hosting the client application. In a future version

of the system, it would be preferred to place an extra computer, possibly with a fast graphics

processing unit on it, on the platform with the responsibility of capturing images and making

image processing. It would then be possible to make an interface that returns more abstract

information such as the 3D position of an object or a depth map of the area reachable by the

robotic arm.

6.2.2 Core

The core software of this project is the code that can be used in several applications, as it contains

more general code for motion planning, grasping, vision algorithms, task execution and system

state updating and representation. This part of the software is common to the applications that are

and can be developed for the robot. This means that a lot of code is shared between for instance

the robot arm calibration application, described in section 5 and the wall building application,

1The source code for the server has actually been made available in order to develop the blend algorithm, described

in 7.3.



54 CHAPTER 6. SOFTWARE SYSTEM DESIGN

described in chapter 7. This has the advantage that during development of one application, the

other applications are also improved.

Device clients

Each device server, described in the previous section needs a corresponding client, able to send

requests and handle callbacks. The clients for the robotic arm and platform servers run in their

own threads as they are responsible for retrieving the periodic status packets that are sent from

these servers. The client threads are then able to notify the rest of the system of the status of the

devices and if a task has been executed successfully or not.

System model

This part of the system contains abstract representations of the entities in the system, for exam-

ple, the robotic arm, a chessboard pattern or the calibrated camera. The classes in the system

model increases the level of abstraction for the hardware, as it for example implements planning

algorithms for the robotic arm and vision algorithms for locating chessboards.

Control

This part of the system handles the tasks, in this system a task is a simple sequence of instructions

that can be performed by a device, like moving the robotic arm along a specified path or closing

the gripper. A task controller is implemented that handles the execution of tasks or creates data to

visualize a simulation of the tasks. The task controller is designed to run in a different thread than

the main application, in that way the main application can generate tasks for the task controller

without having to wait until execution is done. For further details see section 6.5.

6.2.3 Application

This tier contains the user interface and algorithms specific to each application. The major

applications are made with a graphical user interface, as a plugin to RobWorkStudio [57]. It helps

the development as it is possible to use the capabilities of RobWorkStudio to display simulations

of the robot and display the transformations of the frames defined in the program. The work cell,

collision model and frames can be loaded into the simulator.

6.3 Implementation

A way to speed up the development process is to make use of existing software. This speeds up the

development process by delivering the code needed, and it is also very likely that parts of existing

software contain less bugs than new developed code. When using existing software and third party

libraries it is favorable that the code is open source as it is then possible to inspect or even modify

the used software. Much open source software is developed in C++, often for Linux environments,

this is also an advantage in this project as the controllers for the platform and the robotic arm is

running on Linux machines.

The software is in general implemented object oriented which makes the large number of code

lines more comprehensive, such that it is easier to find and modify special features of the program.

The program is compiled into several libraries, which makes it possible to use only a subset of the

developed code for some application.

The software system for controlling the robot is distributed among several computers. The

communication between these is done over a wireless TCP/IP connection. To make this work

with reasonable response times, clients and servers are implemented as threads, able to read and

send data asynchronous from the main application. Threading is implemented by the Qt[43]
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library which also uses “signals and slots” as a convenient way of message passing between threads.

Threads are also used to avoid letting the whole system wait for some device to finish execution or

some algorithm to return.

6.3.1 Open source and licensing

Open source libraries and frameworks are used almost whenever possible in this project. When

used properly, this minimizes the amount of code needed to be written, and thus reduces the

complexity of the code. The most important third party libraries and frameworks used in this

project are listed in the following.

• Qt - The user interface framework Qt is used for GUI development, threading, inter-process

communication and networking, as it has high level classes available for these topics. The

framework has the advantage that it is cross platform, enabling the applications to work on

both Windows and Linux based machines. Qt is already used by the simulator RobWorkStu-

dio, so interfacing with that is also made easier.

• RobWork - The robotics library RobWork[57] is used for forward and inverse kinematics of

the robotic arm, describing the work cell of the robot, collision checking and path planning

for the robotic arm. The library is developed at the university so the possibilities for getting

support or even getting demanded features added to the library are very good.

• RobWorkStudio - A robot simulator using RobWork and Qt. RobWorkStudio simulates and

displays paths for robots, and it is possible to move the camera view as well as objects and

devices inside the scene visualization.

• OpenCV - A multi-purpose computer vision library. OpenCV is used for chessboard recogni-

tion, undistortion and rectification of images and stereopsis.

• levmar - levmar is an implementation of the Levenberg-Marquardt optimization algorithm

used for parameter-fitting and 3D reconstruction, used in several parts of the system.

• ARIA - The robot control library for the Seekur platform, ARIA, provides motor and sensor

control as well as a networking interface.

An important topic when using third party libraries is licensing. Open source libraries come

with many different software licenses stating terms and conditions on the usage of the software.

These terms are important to know if the software is to be distributed. If for example the software

is to be shipped with a commercial product, using a library with a copyleft license like GPL2[17]

entails the software to be released under the same license, and thereby making the source code

public available. If however the open source software used has a permissive license, it is legal to

release the software under a different license, making it possible to sell the software commercially.

In this project only the libraries levmar and ARIA are under a copyleft license (GPL), the remaining

libraries all have permissive licenses.3 This means that levmar will have to be exchanged with a

different one, for example Minpack[14], and another license must be acquired from MobileRobots

Inc., the copyright holder of ARIA, in order to release the software of this project commercially.

Keeping the software open source is however also an opportunity, as if it is released as such,

it is easier for other people to add functionality to it. An interesting business model is that of

MobileRobots Inc. where some software is public available and some is sold commercially with a

robot.

2GNU General Public License.
3Qt is licensed under LGPL[18], RobWork and RobWorkStudio under Apache 2.0[2] and OpenCV under a BSD

license.
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6.4 User interface

An important part of the autonomous robot system is the interface with the user. As it is still a

development project, most of the current graphical user interface is designed for that, but ideas on

how the user interface will look to the end user will also be presented. A screenshot of the graphical

user interface, based on RobWorkStudio can be seen in figure 6.2.

Figure 6.2: The graphical user interface of RobWokStudio with the plugin for construc-

tion of walls visible.

The main area of the user interface window is the simulator view, and in this window it is

possible to see simulations of the building process. It is also possible to see the dimensions of the

wall and where it is being build with respect to a chessboard marker. Making this visible should

make it easier to check with this simulator that the chessboard marker indicating where the wall is

to be build is placed in the correct place. The left part of the view is the plugin for controlling the

building process. It is not interesting to explain all button and fields, but the most important of

these are described. The checkbox named “Use real robot” is very important, it determines if the

robot is going to build a wall in simulation or by connecting to the real robot. When checked and

unchecked the robot connects and disconnects to the servers controlling the physical devices of

the system.

The fields “Wall height”, “Wall length” and “Start from brick” as well as the button “Build wall”

are the important buttons for deciding the size of the wall. When the size is changed, the red lines

in the visualization move correspondingly. It is possible to continue an already started building

process by setting the “Start from brick” correctly. The actual wall building process is started by

pressing “Build wall”.

An important feature, especially when debugging, is to be able to monitor the status of the

connected devices. This is done by watching the fields under the text “Connection status of

platform” and by pressing the button “Get pose of UR”, which visualizes the actual configuration

of the manipulator.

The top area of the view contains other plugins to RobWorkStudio. Most of them are used to

move and visualize devices and objects in a model of a scene. The button “Camera Arm Calibration”

enables the plugin, developed for calibrating the system.
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6.5 Real time control

In this section it is described how the wall building application controls and supervises the execu-

tion of the tasks, that must be executed during the wall building process. Although it is relative

simply described what the robot must do in order for it to build a wall from bricks, it is indeed

much more difficult to ensure, that the robot also does as expected. And just as important it must

also do these things at the right time, even though the execution of some process is not predictable.

This means that the robot should at least to some degree be operating robustly, so that it will be

capable of reacting intelligently to different situations, thereby being autonomous.

The task controller thread presented in section 6.2.2 holds a queue of tasks, and these are

then executed sequentially, when it is signaled to begin task execution. It is therefore monitored

by the task controller when the device servers finish their execution, which has been requested

through the device clients. Also, the task controller is made aware of the success/failure of each

task execution. This is important, such that the system will not continue task execution when a

previous task, on which the following task is conditional, is not carried out successfully.

The necessary monitoring is realized by the device clients repeatedly receiving state informa-

tion from the device servers4. The clients implement the protocol of the server communication

and can then update in real time the application awareness about the state of the devices. Specifi-

cally, task execution calls are made blocking, such that the device client do not return until it has

received information from the corresponding server that the task was either completed or not. The

device clients then inform the task controller about the execution outcome and the task controller

then reacts appropriately to this.

6.5.1 Evaluating device state information

The device clients for both the platform and the manipulator receive packages from respective

servers at constant rates. These packages contain information about the current mode of the

devices, this being e.g. either idle, executing or error. When a device client sends a request, the

latest received package will most likely say idle. Then, after some time, when the device has

accepted the request and begun execution, the client will receive the executing mode. When the

client then, again receives idle mode it will know that the task was completed successfully, else

the error mode is received. This information is then forwarded to the task controller which either

continues with the execution of the next task in the queue or else stops completely because of an

error.

An important detail to note is that the clients implement state machines such that it is handled,

that a delay will be present from a request is sent till an executing mode is received. During this

delay it may happen that the client will receive one or more packages containing the idle mode. In

order to account for this, the state machines enters a wait state for a specified period. In the wait

state the reception of idle mode packets is not acted upon. The wait state is left either by receiving

executing or error, or by a timeout, which indicates that the device finished its execution before

sending the executing mode.

6.5.2 Wireless connection monitoring

As the device clients are supposed to receive state information about the devices which is sent

at a constant rate, this knowledge can be used to evaluate the connectivity to the robot from the

remote computer running the application and controlling the robot via a wireless connection.

However, at present this is only used as an indicator for the human operator presented in the GUI,

which is there to show if a proper connection is established.

4Currently, only the device servers for the platform and the manipulator send this information.
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As the control of the robot at present very much depends on the wireless connection, it

would be a good idea to consider making the application itself capable of responding to varying

connectivity conditions. This is also an important aspect when considering safety, since it should

be ensured that the robot will not continue uncontrolled execution if the connection is lost. Instead

the robot should rather be told to stop execution if connectivity reaches critical values.

6.5.3 Synchronization between planning and execution

As the wall building process is run in another thread than the task controller, some synchronization

is needed between these entities. This is because e.g. the manipulator movements cannot be

planned before, the platform is known to be in the right position. Qt facilitates such mechanisms,

as the wall building application thread is simply send to sleep when it knows that it must wait for

some external condition to be met. It is however, the task controller thread which knows about

such condition, and when the condition is met, a special call is made to wake sleeping threads

waiting for a certain criterion to be fulfilled. In practice the wall building process thread sleeps

while the platform is moving, and on arrival the thread is waken up, and it will then continue by

preparing for planning the manipulator task to be executed next.



Chapter 7

Algorithms for wall building

This chapter describes the algorithms involved in performing pick and place operations with a mo-

bile manipulator. The algorithms can then be used in cooperation to perform more abstract tasks

such as brick laying. First the navigation and planning capabilities of the platform is presented and

evaluated, then the planning algorithms for generating collision free paths for the manipulator are

presented. The chapter also describes the approach used to do the object recognition in the brick

laying application. The tasks of grasping and placing bricks are also described, where the placing

task involves the localization of a “wall” frame and determination of the place transformation with

respect to this frame. Finally, an overall algorithm for brick laying is presented, using the features

of the aforementioned algorithms.

7.1 Platform navigation

The task of navigating the Seekur platform, see description in section 2.1, is a dynamic task, as the

scene is considered to be semi structured and containing dynamic obstacles such as humans. This

means that the platform during its movement should be able to detect obstacles and then re-plan

in order to find a path to its desired position that is not obstructed. In this project, the localization

and navigation software shipped with the Seekur platform, ARNL[41], is used. The software uses a

Sick laser scanner, described in section 2.6 to localize itself and to avoid collisions. In this section

the precision of the platform navigation is investigated, in order to evaluate how reliable one can

expect the platform to be when moving towards a goal. The quality of the localization software,

using the laser scanner, is also evaluated.

To be able to navigate with the platform, a map of the environment in which the platform

should move needs to be created. This is done by driving the platform around in the environment,

ensuring that as much as possible of the environment has been inside the field of view of the

scanner. The scanner software then logs all the obstacles detected as points relative to the position

of the platform. When the scan is complete the software, Mapper3[39] from MobileRobots Inc.,

synthesizes the generated points by merging points that come from the same wall segments into

lines. After that, it is possible for the user to add goals, a robot home position and forbidden areas

to the map. The generated map is then loaded into a server using ARNL and ARIA. Using the map,

the robot is able to localize itself, sometimes with the help of a user provided initial guess. A user

or a user application can use the navigation software by specifying a goal position to where the

platform should plan and move. The robot will then make a path and move along that path to the

goal, updating the path if obstacles are detected during the movement. As the platform movement

is not very precise, the platform stops and notifies that it has arrived when it is inside a small region

around the goal position. The precision of the platform movement is evaluated in section 7.1.2.

The navigation and path planning algorithm itself is proprietary developed by MobileRobots Inc.,

meaning that it is not possible to investigate or improve the algorithms used. The robot can also be
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controlled with more simple commands specifying a velocity to move in certain direction, making

it possible to use other high level planning and control algorithms. The ability of the robot to move

laterally would also be feasible for some applications, and adding extra laser scanners on the sides

would make this movement as safe at the forward movement.

7.1.1 Collision avoidance

The navigation and control software also uses a parameter file, specifying the mechanics of the

robot. In that file the parameters for the accelerations, velocities and for the size of the robot

are adjusted to yield a reliable and secure navigation. It is especially important to adjust the

parameters specifying the size of the robot, so that the planning algorithm and the collision

avoidance algorithm knows in which situations the robot will collide with some obstacle. The

model consists of a robot radius, which is the distance from the center of the robot to the outermost

point when the robot is rotating around its own vertical axis, and a length and width of the robot,

used when the robot moves forwards. The robot does not move backwards or sideways when it is

in safe mode, meaning that the collision avoidance is on, as the robot will not be able to detect

obstacles that do not appear in the map when moving in these directions.

The laser scanner scans in a plane, so obstacles above or under this plane, as well as holes,

cannot be detected by the scanner. This also means that collisions with obstacles with a large

extent in another height than that scanned plane are not guaranteed not to occur. In the current

version of the system one assumes that obstacles with these properties do not occur in the working

area of the robot.

The collision avoidance does not change as the manipulator moves outside the area described

in the parameter file. This means that to ensure that the manipulator do not collide with anything

under the assumption of the objects being largest in the plane of the scanner, the manipulator is

moved to a part of its configuration space where all parts of the manipulator is above the platform.

7.1.2 Platform movement precision

The precision of the movement of the platform can be investigated in two ways - how well the

robot is able move to a position specified in its coordinates, and how accurate its estimated pose is

in correspondence to a ground truth. These two abilities are important to know when deciding

where to place the platform in order to pick up or place bricks. It is then important to move the

platform to a position where the manipulator can reach the desired pick and place positions with

a high probability.

Test setup

The precision can be measured by setting up a small experiment on the robot. In the experiment,

the robot moves back and forth between two goals, A and B, defined in its map. When arrived at

the goal positions, the robot logs its actual position and calculates its transformation relative to a

chessboard placed at a fixed transformation with respect to the goal. See illustration in figure 7.1.

In front of the robot, when placed goal B, some obstacles not part of the map, are placed. In that

way it will be possible to investigate if the uncertainty in the platform localization is larger when

the map is less accurate.

The precision of the robot movement can be evaluated by examining the distribution of the

logged positions. This result tells how precise the robot will move when repeating a movement

to a specific goal pose. In this measurement two processes will cause the deviations between the

desired pose and the reached pose of the robot. These are the ability of the robot to move precisely

enough to reach a certain position, and the ability of the robot to localize itself according to the

map it is using.
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Figure 7.1: The platform movement precision test setup, with the platform placed at

the two goals.

It is however also interesting to verify the localization against the real world. It can be done

by calculating the transformation between the goal and the chessboard located near the goal,

T chessboar d
g oal

. This transformation is constant for all measurements, so deviations will be due to

measurement noise. T chessboar d
g oal

is calculated by the transformations in equation 7.1.

T chessboar d
g oal = T wor l d

g oal T
pl at f or m

wor l d
T camer a

pl at f or mT chessboar d
camer a (7.1)

Where world is the coordinate system of the map used in the platform. T wor l d
g oal

is the inverse of

the known transformation of the goal.1 T
pl at f or m

wor l d
is the logged transformation of the platform,

which will contain an error term due to the imprecision in the localization, and T camer a
pl at f or m

is the

fixed transformation of the camera frame in the platform frame.2 T chessboar d
camer a is the estimated

transformation of the chessboard in the platform frame. This last transformation is calculated

from the reconstructed pose of the chessboard in the camera frame, and the error term in this

calculation is expected to be negligible compared to the error term in T
pl at f or m

wor l d
, see section 7.4.

For each observed T
pl at f or m

wor l d
and T chessboar d

camer a , it is then possible to calculate an estimate of

the transformation T chessboar d
g oal

. Investigating the distribution of T chessboar d
g oal

, one can validate the

correspondence between the map used by the platform and the real world, as this transformation

should be constant for all measurements.

The performance of the robot is dependent on many parameters that will affect the result of

this test. The surface on which the robot drives can be slippery such that the wheels will spin

when accelerating, making the readings from the wheel encoders incorrect. If the surface has high

friction or is steep, the robot may have problems reaching a certain position. It may also be the

case that the friction is low or the robot is moving downhill such that it may have trouble braking

hard enough to stop at a desired goal position. A thorough investigation of the performance would

need tests on many different surfaces. In the current setup the surface on which the robot moves

is a flat concrete floor, and the test will therefore be carried out on that surface.

The localization task of the robot matches the distances to obstacles observed by the laser

scanner with the map of the environment provided by the user. It is therefore clear that the

localization precision will depend on the quality of the map. The ability to localize the robot

will also be varying depending on where in the map the robot is, as there must be some good

landmarks to match the observed laser readings with. The map used in the test is the map used for

the brick laying application. It is a map of a small room with straight walls and no small obstacles,

the environment can be seen in figure 4.3.

1The transformation of the goal is assumed to be known, making it possible to calculate its inverse without risking

that small errors in the rotation creates a big error in the position part of the inverted transformation matrix.
2Noting that the pan tilt unit on which the camera is mounted is held fixed.



62 CHAPTER 7. ALGORITHMS FOR WALL BUILDING

Results

A test was carried out with the robot moving back and forth 100 times. Below the following three

issues are regarded separately evaluating the performance of the platform. The precision of the

platform when arriving at a goal as estimated by platform itself, the accuracy of the platform

localization, and finally, the actual positioning precision.

Precision based on localization Figure 7.2 shows the pose of the platform, T
pl at f or m

wor l d
, when

arriving at the two goals, as observed and logged by the localization software. It must be noted that

these poses contain errors from two sources, both the error of not reaching the goal and the error

from noisy position observations done by localization software. This means that knowing that the

platform will not be able to stop precisely in the desired pose of the goals, it is expected that the

logged position will deviate from the desired due to errors in the ability to reach the position and

the ability to localize itself.
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Figure 7.2: The poses, logged by localization software, of the platform when arriving

at goal A and B, with the goal position and rotation indicated in red.

It can be seen that the observed arrival positions are not distributed symmetrically around

the desired pose, meaning that the most likely achieved pose is not the same as the desired. With

such a relative large number of samples it is assumed that the non-normal distribution of data

is not caused by accident. An explanation for this is that the process producing the data, i.e. the

imprecise movement and the localization of the platform, may be non-normal. In the experiment

the platform moved back and forth between two goals, and in most situations, the robot then

chooses almost identical paths to the goals. These paths usually consist of a path to the goal

position and then a rotation around the vertical axis of the robot in order to reach the desired
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orientation. When approaching the goal position from the same direction in most cases, the

resulting expected achieved position will then be slightly off the desired position if the robot

systematically stops too early or too late.

Localization accuracy Figure 7.3 shows the accuracy of the robot localization, where the param-

eters of T chessboar d
g oal

are estimated as in equation 7.1 and in reality this transformation is constant.

As the chessboard and goal are stationary, deviances must be caused by the estimation of the other

transformation matrices, as explained, mainly T
pl at f or m

wor l d
. The spread of the data is smaller than

in figure 7.2 because the error of the platform not reaching its desired position is included in the

model as T
pl at f or m

wor l d
.
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(a) Localization accuracy at goal A.
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(b) Localization accuracy at goal B.

Figure 7.3: The accuracy of the platform localization for goal A and B with a chessboard

on the floor as ground truth.

From these data it is possible to get an estimate on the accuracy of the localization software

of the platform. Applying a transformation matrix on a list of points will not alter the distances

between the points, and in that way the statistical dispersion will not change. Because of that

it is possible to calculate the covariance matrix for the independent parameters of T
pl at f or m

wor l d
unaffected that the data is viewed in the frame of the chessboard. A 2D pose can be seen as a

pair of 2D points with fixed distance where the direction towards the second point corresponds to

theta.

The results of table 7.1 where subscript L denotes localization, show that assuming nor-

mally distributed data, the platform will in 99 % of all cases be localized within ±0.0633 m and

±0.0459 rad. It is interesting to see that the variance is larger for goal B than for goal A. This may

be due to the obstacles, placed in the map near that goal. From this result, it can be seen that the
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localization of the robot by laser is not accurate enough to make the robot place for instance bricks

in walls, as the possible errors of 6 cm would be far too large.

σ̂L,pos σ̂L,θ Φ
−1 (0.995) σ̂L,pos Φ

−1 (0.995) σ̂L,θ

Goal [m] [rad] [m] [rad]

A 0.0162 0.0130 0.0419 0.0335

B 0.0246 0.0178 0.0633 0.0459

Table 7.1: Platform localization uncertainty estimated for the two goals, estimated

from the data seen in figure 7.3. σ̂L,pos is the standard deviation of the position in the

direction with largest variation in the x-y plane, calculated as
√

λmax where λmax is

the largest eigenvalue of the position part of the covariance matrix of the data. The last

two columns indicate the 99 % prediction interval extent.

Actual precision measured using vision Figure 7.4 shows the accuracy of the complete naviga-

tion system of the robot when arriving at a fixed goal position in a fixed transformation to a frame

specified by a chessboard. The transformation shown is therefore T
pl at f or m

chessboar d
given by equation

7.2.

T
pl at f or m

chessboar d
=

(

T chessboar d
camer a

)−1 (

T camer a
pl at f or m

)−1
(7.2)

A ground truth value of the transformation of the platform with respect to the chessboard at

the goals is not possible to obtain, so it is not possible to tell if the displacement of the achieved

platform pose with respect to the desired platform pose also displays some tendency here.

Assuming normally distributed data, the prediction intervals in table 7.1, where subscript M

denotes movement, show that the robot in 99 % of all cases will be positioned within a circle of

radius 15 cm of the desired position specified by a marker in the real world. This result is important

to take into account when choosing or calculating desired platform positions for manipulation

tasks of the robotic arm, as one must take this uncertainty into account to avoid positioning the

platform such that the manipulator cannot reach its goals.

σ̂M ,pos σ̂M ,θ Φ
−1 (0.995) σ̂M ,pos Φ

−1 (0.995) σ̂M ,θ

Goal [m] [rad] [m] [rad]

A 0.0318 0.0483 0.0820 0.1246

B 0.0549 0.0533 0.1416 0.1375

Table 7.2: Platform navigation uncertainty estimated for the two goals, estimated from

the data seen in figure 7.4. The variables are defined as in table 7.1, here with subscript

M instead of L.

7.1.3 Evaluation and future improvements

This section shows that there are many possible improvements for the navigation of the platform.

The introduction of some way of performing 3D obstacle detection would be very good for letting

the robot act safely in less controlled environments. The data for this detection could be provided

from for example a laser scanner mounted on a tilt unit, a time-of-flight camera or a disparity map

calculated using stereo vision. For an simple implementation, these data could just be projected

onto the plane of the map of the robot, such that the actual collision checking and for the platform

is still kept in a two dimensional space.
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(a) Navigation accuracy at goal A.
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(b) Navigation accuracy at goal B.

Figure 7.4: The accuracy of the platform navigation for goal A and B with a chessboard

on the floor as ground truth.

The Seekur platform is designed to drive around outdoor in terrain, and when using it in

small spaces indoor, the motion planning and control algorithms have a hard time navigating the

platform in a reasonable way over small distances. Because of that, the ability of the platform to

reach a certain goal is not very good, as seen in figure 7.2. The results in figure 7.3 and table 7.1

about the localization software, using a laser scanner, show that this algorithm cannot be used

as a basis for manipulating objects without other sensor input. The algorithm is however precise

enough to avoid collisions, as no collisions between the platform and other objects have been

encountered while using the algorithm. Figure 7.4 and table 7.2 show that the platform movement

is very imprecise, such that a safety margin of 15 cm should be used in order to make sure that

goals for the manipulator are inside its reach for a given platform pose.

Although many improvements to this part of the system can be addressed, the fact that it

is easy to use and sufficient for many applications have made further development of this part

of the system less crucial. A wise choice when positioning the platform and the long reach

of the manipulator, combined with other sensors to localize objects have made the described

functionality sufficient.

The use of a static map in the navigation algorithm also has some issues. The robot uses walls

for determining its position, and at a construction site, walls for instance will be built, changing

the map. The results showed that this caused a decrease in the localization performance of the

manipulator, and when more walls are placed or other objects are moved, at some point then

localization will fail completely. The most reliable way of ensuring that such situations cannot

occur is to have an extra localization system installed, this could be a GPS system or the placement

of markers, visible to the laser scanner or cameras. Alternatively the system must be able to
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dynamically update the map using SLAM3 techniques. A global system will also reduce the risk of

wrong localizations, which can occur if the map has many similar looking areas, such as straight

walls and corners.

7.2 Path planning for the manipulator

The manipulator, used in this project is as described in section 2.2 a 6 DOF Universal Robots

UR-6-85-5-A robotic arm. The manipulator is used in a dynamic way, meaning that new a priori

unknown desired configurations and paths are to be created online, making it necessary to have

algorithms available to find these, and not just a list of predefined goal configurations and paths

between them.

The problem of controlling the manipulator can be divided into three subparts, the first part

being finding a joint configuration that places the TCP in the desired transformation with respect

to the base of the manipulator, and the second, finding a path through the collision free part of

the configuration space of the manipulator from the current joint configuration to the desired.

The last part is the actual execution of motions for the manipulator. This part is carried out by

controlling the velocities of each joint in order to reach the waypoints and goal configurations. In

order to speed up the execution of paths, minor deviations from the waypoint configurations can

be permitted, making it possible for the robot to blend linear path segments instead of having to

slow down to almost zero velocity when trying to change direction instantaneously when reaching

each waypoint in a path.

In this project the two first tasks are solved with the help of algorithms implemented in

RobWork. Therefore we will not describe the algorithms in detail, but instead we will focus on

how the algorithms are used and what their advantages and disadvantages are. The third part is

implemented by the blend algorithm, developed in the FORK project.

7.2.1 Inverse kinematics

Inverse kinematics is the art of finding a joint configuration of the manipulator bringing the TCP

into a certain transformation with respect to the base frame of the manipulator. For manipulators

with 6 degrees of freedom and a spherical wrist, there will always exist a solution to the inverse

kinematics of the manipulator[48]. The manipulator used in this project does not have a spherical

wrist, but an analytic inverse kinematics solution is nevertheless available.

When using this algorithm, it is possible to obtain the eight possible inverse kinematics so-

lutions to a TCP transformation. The theoretical model of the manipulator used in the inverse

kinematics algorithm, assumes that some of the Denavit-Hartenberg parameters, describing the

kinematics of the manipulator are exactly zero or exactly 90◦. This is however not the case when

using a calibrated arm, with these parameters calibrated. Because of that it is necessary to adjust

the joint values to get the TCP transformation right with the calibrated arm.

This means that we have a good initial guess of a solution joint configuration, and it is then

possible to use the inverse Jacobian of the TCP pose with respect to the joint configuration, to

iteratively find the joint configuration resulting in the desired TCP transformation. In RobWork,

this is implemented in the class ResolvedRateSolver. When a solution is calculated it is important

to verify if it is inside the defined bounds of the configuration space of the manipulator.

Paths generated in Cartesian space

The inverse Jacobian solution method can also be used to produce paths directly in Cartesian

space. If the path in Cartesian space is interpolated with a high resolution, it is possible to find

3Simultaneous localization and mapping.
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the corresponding joint configuration with this solver using the joint configuration solved for

the previous point on the path as starting guess. It is then preferable to investigate the distance

between two consecutive joint configurations, to see if the solver has found a solution that is far

from the preceding, either by accident or because the configuration is close to a singularity. The

paths generated this way can for example be used when placing bricks as it would be preferable

to place the bricks from above to avoid pushing other bricks sideways when placing a brick in a

wall. For unconstrained path planning, it is however easier to find a collision free and short path

between two joint configurations directly in the joint space.

7.2.2 Path planning

There exist several approaches to joint space path planning for finding collision free paths for a

manipulator. When the joint configuration space is high dimensional, as in this situation when

planning for a manipulator with six degrees of freedom, sampling based planning is often used.

The overall strategy when searching for a path between two configurations, qa and qb is to sample

the configuration space and then try to connect the sampled configurations until a path can be

found from qa to qb . A path is then described by a list of configurations with linear paths in

between.

In this project a RRT planner, specifically RRT-Connect[35], is used for making paths for the

manipulator. It is a single-query greedy planner, which means that the planner starts planning

with empty trees of configurations. The planner is greedy in the way that it always seeks to connect

the two trees as these are grown. The paths produced by a random planner like RRT can often

be optimized as they tend to zig-zag through the configuration space. The fact that the planner

is single-query makes it less affected by a scene model that is dynamic, as there is no need for

bookkeeping of paths that have been checked for collision. In a completely static scene, a multiple-

query might have advantages as it would be possible to reuse paths or path segments in different

queries.

A general way to reduce the length of a path is to try to shortcut[22] configurations in the

path produced by the planner. In this project this is done by sub sampling the path such that

the distance between two consecutive configurations is less than 0.2 rad. Then, two random

configurations are chosen and if the linear path in configuration space between them is collision

free, the intermediate configurations are removed and the new path segment is sub sampled. This

procedure goes on until the user is satisfied or a timer runs out, in this case the optimization goes

on for 0.5 s. Following this optimization, the path is optimized by path pruning[22]. This algorithm

has the benefit, apart from optimizing the length of the path, that it removes the sub sampled

configurations on the path. This is practical when executing the paths on the robot with the blend

algorithm, described in section7.3. The blend algorithm is designed such that the manipulator

slows down when approaching a configuration in the path, not only in configurations where the

direction of the path is changing such that some joints may have to stop and move in the opposite

direction, but also in configurations with little or no change in direction. Because of that it is

preferable to have few configurations in the paths in order to get a fast execution.

Collision checking

Collision free paths for the manipulator is ensured by checking all configurations on a path with a

sufficiently small resolution if they cause some parts of the system to be in collision. This process

involves the actual choice of collision checking algorithm, which is crucial for the speed of the

planning algorithm as every path segment proposed by the planner will need to be checked for

collision in order to be used in actual paths. The correctness of the collision checking depends on

the model of the area in which collision may be encountered, and therefore it is very important to

have a correct model of this area and know the state of it accurately.
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Collision detection is done by the Yaobi[62] OBB4 tree based collision checking algorithm. The

model for collision checking is the scene that can be visualized in RobWorkStudio. It is therefore

important to ensure by inspecting the scene and the files it is composed of, that everything is

modeled correctly. The used collision checking algorithm is not capable of calculating clearance,

and therefore it cannot be used to assure a certain clearance between objects. However, other

collision checking strategies can do this, but anyhow these calculations are very cumbersome,

thus increasing the time per collision check significantly. This is not considered beneficial, since

collision checking is used extensively during path planning. With no minimum clearance required

to exist between objects, small errors in the model of objects will make collisions, that cannot be

detected, possible in the real world. A simple way to avoid this, is to make the models of objects

a little larger than they actually are. A situation where this problem exists is in the model of the

manipulator, since it is known from the calibration of it, section 5.2, that the model parameters are

not completely correct, and because of that, the triangle soup models, representing it are also a bit

incorrect or misplaced.

Objects are in a collision model often represented by a triangle soup. So reducing the number

of triangles reduces the collision checking time significantly. This can be done by using more

coarse models. It must however be noted that the configuration space of the robot is decreased

when object models are enlarged. This is especially important when enlarging the model of the

robot to avoid self collisions. A generic way to simplify collision models of objects and devices is to

approximate their structure with convex hulls, this strategy is called convex decomposition [53].

The collision checking can also be speeded up significantly by increasing the distance between

collision checks for path segments. Doing this, one must have in mind that the object models must

preferably also be enlarged accordingly.

The approach of maintaining an always complete model of the environment for the manipula-

tor has weaknesses, as the model will not be able to detect or act on unpredicted changes in the

working environment. Therefore, the only way to make the system more resistant to these errors,

is to add some automatic updating and verification of the scene by sensing the scene. This can

be done in the same way and with the same sensors as proposed for the manipulator navigation,

section 7.1.1, by detecting the objects that are in the vicinity of the robot. An important problem

with the use of a scanner to detect obstacles inside the reachable area of the manipulator, is that

the algorithm has to know which of the found 3D points do actually come from the manipulator,

and which are parts of other objects for which collisions must be avoided. It would also be a

difficult task to place sensors for this purpose, able to check the entire reachable space of the

manipulator.

7.3 Algorithm for making blended trajectories

This section presents an algorithm which is implemented on the controller for the UR-6-85-5-

A manipulator. The main efforts to do that were spend in the FORK project. The algorithm

is used to determine joint trajectories for path execution. The manipulator controller did not

contain functionality to execute paths in any other way than simply making a sequence of q

to q movements. Therefore, in order for the manipulator to be faster and to look nicer during

movements along a path, this algorithm was incorporated to the controller API5. Although the

main development and implementation were done prior to the master thesis project, the algorithm

is of main importance and therefore the principles behind it together with a brief analysis and

evaluation is presented here. For a more thorough exposition consult either the deriver Henrik

Gordon Petersen6 or [46].

4Oriented bounding box.
5Application programming interface.
6
 !!"#$$%%%&'("&)*+&*,$"-."/-$0!122$ 3"& !'/
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7.3.1 Motivation

A path consisting of connected linear segments entails discontinuities where these segments meet.

Therefore, if the execution of such a path must comply 100 % with the path, it is necessary for the

robot to be stopped at the intermediate configurations, since otherwise, it would require infinite

acceleration to change the direction of the robot movement instantaneously. This means that if

the robot execution is not allowed to deviate from the path, the total path execution will simply

be successive linear movements in which the robot accelerates to a maximum velocity and then,

towards the segment end, decelerates completely. However, the appearance of the complete path

execution will be jerky and in order to avoid this and thereby reduce wear on the mechanics and

shorten the execution time, this algorithm will allow limited deviations from the path.

7.3.2 Algorithm principles

The main principle behind the algorithm is to determine a trajectory, in which the robot is allowed

to blend between successive linear segments of a path. This means that within a given interval

around every configuration of the path, each joint is allowed to deviate from the linear segment in

order to make the transition to the next linear segment in a smooth manner. For a 2D configuration

space, a blend example is seen in figure 7.5.

Between qI and qF , the robot is allowed to deviate from the linear segments and may therefore

start the transition to the next linear segment at some point before the intersection. The points at

which the blend starts and end are given by the blend parameter, denoted β and set by the user,

which specifies the maximum deviation in radians from a configuration any joint may have. An

important aspect of β is that the value of it can be changed during a path, such that deviations

from specific configurations can be controlled independently.

Figure 7.5: Blend example in 2D configuration.

One objective of the algorithm is to determine the configurations qI , qext and qF for all blends

during the path and also, the algorithm explicitly specifies the velocities at the blend initiation

point and finish point denoted q̇I and q̇F . Furthermore, the algorithm also gives the trajectories

for the individual joints during the blend. These are set independently for all joints, since joint

movements are allowed not to be synchronized during the blend. Only is it required, and obeyed,

that joint movements are synchronized in the linear segments between the blends.

The determination of the trajectories in the path is based on the synchronization criteria and

on the determination of the minimum time each joint can possibly traverse each specific sub-part

of the path. The idea is that given the maximal allowable deviation from a configuration, β, the

algorithm finds the fastest path through the blend and linear segments, ensuring that the robot

theoretically will end exactly on the line segment towards the next configuration after the blend.
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7.3.3 Alternative approaches

Other approaches than the algorithm presented here exist for specifying how a robot must execute

a path consisting of several configurations, and this brief summary is inspired by [12] and [59].

One simple option is to consider all segments between two configurations separately. Then the

trajectory for these segments can be determined independently, by e.g. a cubic or higher order

polynomial. However, it will be required for these segments that they force the robot to be stopped

at both end points7, which might not be desired if a fast execution of the path is sought.

Then, it is possible to consider the complete path, that is all segments, when determining

the trajectory for each segment in the path. In this case, of course, the same approach as above

is applicable if the robot is allowed to be at rest at each intermediate configuration of the path.

However, we wish to travel the path fast, so this is a poor choice. As the complete path consisting of

N configurations giving rise to N constraints for each joint, one may then determine a polynomial

trajectory of order N −1 which meets these constraints. However, several disadvantages applies

here including risk of oscillatory behavior and poor numerical accuracy for high N , and the

resulting system might be heavy to solve.

A way of overcoming these disadvantages is again to consider a cubic polynomial for each

segment and then change the velocity constraint at each intermediate configuration of the path

to some predefined value. This constraint must then be complied with by the trajectories for the

segment before the configuration and the segment after. Alternatively, when solving the system of

equations in order to determine the coefficients of these trajectories, it may be required that their

velocity and acceleration being equal at the mid configuration. This will then require that one

solves the complete system, hence determining all 4(N −1) coefficients of the cubic polynomials,

at once. Fortunately, written in matrix form this system can be solved in O(n) time as the matrix

will be tridiagonal, see [50, chap. 2]. As each segment trajectory then depends on all configurations,

they are required to be recomputed if the path is changed at runtime.

The approaches listed so far will entail the acceleration at all times being non-zero (except at

zero-crossings), causing a high energy consumption and a long execution time, as many decelera-

tions causing low velocities or even velocities in directions away from the goal. This is an undesired

property in most applications. Therefore, linear segments are introduced in which a joint moves

at constant velocity, thus at zero acceleration. Parabolic blends can then be added at the ends

of a segment to accelerate/decelerate the joint. Following this approach, the linear segment is

constrained to be parallel to the line q̄ j (t j )− q̄i (ti ), where qi and q j are successive configurations

that must be reached at times ti and t j , respectively. This means that the blends will cause the

robot not to reach the end-points exactly, which is the same as the algorithm presented here will

allow. Traditionally, the blend trajectories are then determined by the amount of acceleration to

use in them. As a consequence, if maximum acceleration is used, the robot will follow the straight

line until close to the end configuration. However, the algorithm used in this project, then takes

advantage of the fact, that it is not be necessary to get closer the end configuration then β specifies.

Contrary, it will use the specified allowed deviation from intermediate configurations to minimize

the complete path execution time.

7.3.4 Implementation for RobWork

It became a subpart of this project, together with fellow Master Student Anders Glent Buch, to

implement the presented algorithm for creating blended trajectories in the RobWork library. This

makes it possible to simulate precisely these trajectories for visualization or for collision checking.

When the calculations of the trajectories through the path have been performed, one may then

request for the trajectory function value, of time t which must be in the range from zero to

the complete path execution time. In this range, both the joint values and their velocities and

7The robot must stop at the segment end when exclusively considering only one q-to-q movement.
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accelerations can be accessed for arbitrary t . In this way, it will therefore also be possible to control

other robots than the UR-6-85-5-A by this algorithm.

Many benefits of having this algorithm available for doing planning, path analysis, etc. are

present. First, before executing a path on the real robot, it can be checked for collisions. This is

exactly one hindrance of utilizing the algorithm at its full potential, since when blends are made,

the robot leaves the linear segments between configurations, and these linear segments is all that

is usually assured by path planning tools to be collision safe. Therefore, the risk of collision will be

present as the linear segments are left.

Utilizing the RobWork implementation and calling this to construct the blended path, the

resulting trajectories for the complete path can be passed to a collision detector, which will

then also take into account the blended regions. Doing so, will significantly reduce the risk of

encountering collisions, since these will then be detected in advance of execution.

Choosing a good β

Another issue related to the risk for collision, is the choice of the blend parameter to use. This

is a choice which should be made for all configurations around which the path must blend.

This is to allow for varying deviation from the path configurations at different points along the

path. Depending on what is aimed for, the blend parameter can be chosen large to increase

the probability of being able to traverse the complete path at higher speeds, thus reducing the

execution time, or the robot can pass closely by configurations at a reasonable speed. One way of

determining exactly how large a β should be, is to calculate for each configuration in the path, the

clearance to obstacles. This clearance can then be converted to joint offsets which correspond to

the distance between the manipulator links when placed at these configuration and obstacles.

Another more simple approach is to test a blend for collisions for several values of β. It should

be possible to increase any value of β until it entail collision. If this is done for all blends, a

good approximation to the path trajectory for which minimum execution time applies to, will

be obtained. It will though require a good deal of collision checking, but these can of course be

limited to only check the blend parts of the path which are the ones that will imply collision risk as

the blends are increased.

7.3.5 Analysis of simulated trajectories

In this section a short analysis is made to investigate properties of the algorithm and explore the

outcome of it. It has been conducted by utilizing the simulation facilities which the RobWork

implementation of the algorithm provides.

An arbitrarily chosen path is in radians given by

Q =
[

q̄1 q̄2 q̄3 q̄4 q̄5

]T
(7.3)

=


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
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5.0364 −0.1778 2.3398 −2.5089 −0.2001 0.4858
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







(7.4)

It is then analyzed what influence different values of the blend parameter will have on the

execution of this path by a robot similar to the UR-6-85-5-A. In this analysis the blend parameter is

kept constant, hence is the same used for all three blends. The resulting path in Cartesian space by

following the stated joint space path is seen in figure 7.6.

It is seen that for increased blend parameter the actual path of the of the robot will be moved

farther and farther from the waypoints that the path Q give rise to. As is natural, it is also observable

that for small β the Cartesian path followed by the robot is far from linear although it is in joint
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Figure 7.6: A view of the path of the manipulator TCP in Cartesian space which is

projected down to the x-y plane. The same path is shown for varying values of the

blend parameter, β. The red lines indicate the linear path in this space between

configurations. The blue lines are the trajectories for the manipulator TCP.

space. It must therefore be remembered that for all values of β, the red lines are not supposed

to be followed only do they represent the waypoints and edges between them. It can be seen

that the deviations from the points of the original path is different at the three blends. The point

with smallest y coordinate is hardly blended about, even at β equal to 0.54 rad corresponding to

30.9◦, which is a fairly high deviation in joint space. This illustrates that it is much configuration

dependent, how large a deviation in Cartesian space, a certain blend parameter value will entail.

To visualize the actual output of the algorithm, which is used to control the robot move-

ments, the joint position profiles for the path given by equation 7.3 are seen in figure 7.7 and the

corresponding velocity profiles are seen in 7.8.
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Figure 7.7: The joint position profiles for the path in equation 7.3.

What can primarily be seen, is that for zero β all joints reach their respective configuration

values and are stopped here, which is of course because no deviation from them are allowed and

this scenario then ends up being equal to successive q to q movements. For the two other values

of β, the blends may be hard to see in the position plot, but for the velocities it is noticed that

these not need reach zero in these cases. The difference between the two non-zero β values is that

blends are extended in time, meaning that the non-synchronized segments are widened and thus

begins earlier and ends later around each configuration.
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Figure 7.8: The joint velocity profiles for the path in equation 7.3.

In order to more thoroughly investigate what influence different values of β has, the execution

time for the complete trajectories together with the resulting path length8 has been recorded for

the same path for β in the same range as above. The results are seen in figure 7.9.
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(b) Path execution time.

Figure 7.9: Influence on resulting execution path by changing the blend parameter.

Clear linear relationships are observed for both parameters, but with steeper slope for the

execution time, which does however not show linearity for small β. The steeper slope may be

described by comparing a few of the previous observations. First, the appearance of the joint angle

profiles do not change much with β and it is these profiles which gives the resulting path length.

Second, the velocity profiles changed a little more as more flexibility where given to attain speed.

The result is that the executed path will more or less be the same, but it will be traversed faster as

synchronization requirements are gradually let loose.

It should be remembered that this example is not considered a complete investigation of

the algorithm, but it solely serves as a demonstration of how the algorithm may affect the path

execution. As in this case the speed is increased up to 14 %, in some situations, that is expected to

be of high value when e.g. performing many repititions of some task.

7.4 Object recognition

Using robots in environments that are not completely known requires input from sensors, and

especially the task of grasping objects requires the sensors to be able to tell with a high precision

where the object to be grasped is and how it is oriented.

8Path length here refers to the sum of 2-norms for all ∆q in the path.
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In this project the objects to be recognized and grasped are bricks. These are known objects

with a known size and shape. Some types of bricks are hollow with different shapes of hollows in

the brick. It is possible to make algorithms that are able to detect and reconstruct objects that are

known, but it is very likely that it would be very difficult and costly in terms of development time,

to create algorithms that are reliable and precise enough. Instead, an approach that uses markers is

chosen. A chessboard marker is placed on top of the brick, and using the known color pattern and

size of the chessboard it can be located in a stereo image pair and its 3D pose reconstructed from

its identifiable features, such as corner points. A brick with a marker can be seen in figure 7.10(a)

and next it will be described how it is located and what is done with the information obtained from

this.

(a) A raw image of a brick with a marker. (b) An unsuccessful identification of the black

blobs forming a marker. The green and yellow

blobs indicate that a valid blob has been found.

(c) An successful identification of the black

blobs forming a marker. The green and yellow

blobs indicate that a valid blob has been found.

(d) The localized corner features of a chess-

board marker.

Figure 7.10: Marker detection and localization using OpenCV.

It is the aim, that the markers are used to make the robot capable of determining the 3D grasp

position of bricks, and the approach to do 3D reconstruction using the known chessboard markers

is:

• Locate chessboard - In each image, locate the chessboard with the correct number of fields.

• Find chessboard features - For the located chessboards, get the precise pixel coordinates of

some chosen features of the chessboard.
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• Calculate 3D transformation of chessboard frame - Use three corresponding pairs of fea-

tures to calculate a guess of the 3D transformation of the chessboard.

• Find optimal 3D transformation - Use all corresponding pairs of features to find the trans-

formation of the chessboard that minimizes the reprojection error9.

The algorithms involved will be investigated further in the following.

7.4.1 Object recognition in 2D

The object recognition algorithm to locate chessboard markers in an image is implemented in

the function cv::findChessboardCorners() of OpenCV. Examples of the algorithm in use can be

found in [9]. It is important to know the inner workings of the algorithm to be able to optimize its

performance, and this can be done as the implementation of it is open source. Setting OpenCV in

a debug mode, it is possible to investigate how the algorithm detects chessboards. Example views

from this can be seen in figure 7.10(b) and 7.10(c).

Algorithm 1 Find Chessboard OpenCV

1: image := toBinary(inputImage, thresholdFlag);

2: while Chessboard not found and attempt < maxAttemts do

3: image := erode(image);

4: Detect black square-like blobs.

5: Connect blobs lying close to each other to components.

6: for all component in components do

7: if component is chessboard then

8: return component

9: end if

10: end for

11: end while

12: return no chessboard found

A sketch of the chessboard detection algorithm can be seen in algorithm 1, and with that in

mind, it is possible to use the algorithm wisely such that the rate of success is improved. From the

use of the algorithm, it was discovered that the rate of false positives was very low, therefore the

task of tuning the algorithm can be limited to increase the number of detections. The algorithm

takes several flags, indicating how the algorithm should work, as input. Some flags indicate how

the transform of the image to binary should be performed in line 1 of the algorithm. This does for

instance set if a global or a local threshold is used in that transform, obviously the algorithm will

only be successful if the chessboard fields are segmented correctly, which can be a problem in bad

lightning conditions. Flags can also be set to adjust how to determine if the found components can

be originating from the chessboard searched for, line 7. An often occurring error of the algorithm is

that the black squares of the chessboard are overlapping, as seen in figure 7.10(b). To deal with this,

the algorithm uses its erode step, line 3, to erode the image, hopefully resulting in the black areas

to be split into square like blobs. A view of successfully found blobs constituting a chessboard

component can be seen in figure 7.10(c) and the final result for the chessboard corner positions,

found by also applying the technique of the next section, and shown on the original image is seen

in figure 7.10(d).

Due to the varying lightning conditions and perspectives of the chessboards, it is difficult to

find the flags that yield the highest success rate. It seems like that in difficult situations with the

9The word reprojection does in this context mean the act of projecting points reconstructed in 3D back into the

image plane.
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chessboard plane normal pointing in directions far from the direction towards the camera, it is

random which flags that will make the erode step able to segment the blobs correctly into the

chessboard pattern. Because of that the algorithm is improved by running the entire algorithm

inside a loop with different flags set each time. Although these evaluations are time consuming,

it is far faster than acquiring new images or trying to move the platform to another place from

where the chessboard can be detected. It is however still important that the lightning conditions

are good, as the algorithm is sensible to for instance direct sunlight either at the marker or into the

camera.

Feature detection an localization

When the chessboard pattern has been found, a local search for the precise location of the internal

corners in a chessboard can be executed. This is done by the function cv::cornerSubPix() in

OpenCV, which, as the name indicates, is able to locate the image plane coordinate of the corners.

An internal corner of a chessboard in a grayscale image can be identified as a point where, in a

small neighborhood around it, the gradient is either close to zero (for points in a completely white

or black area) or orthogonal to the vector from the corner center to that point (for points on the

edges between the black and white areas). By visual inspection, the algorithm seems to work well

when choosing the size of the neighborhood as the default value, and corners are found with a

very high accuracy.

7.4.2 3D reconstruction

In this section we want to describe a way to determine the 3D reconstruction of a known object

from a set of object points located in an image pair from a calibrated stereo camera. The simplest

approach to 3D reconstruction, is the reconstruction of a point. Assuming that the point is

identified perfectly in a pair of images as a point in each image plane, the lines from the origin of

the cameras through these points in the image planes will intersect in the 3D point. If however the

identified image point are perturbated with some error, the exact 3D point cannot be found.

Assuming that the observed points are distributed with a Gaussian distribution around the

exact point, the maximum-likelihood estimate of the actual 3D point position can be found by

minimizing a geometric cost function[25], minimizing the Euclidean distance in the image plane

between the observed points in the image plane, x j for j = 1,2, and the reprojections of the

estimated 3D point X̂ in the image planes, x̂ j . The cost function can be stated as follows

χ2
(

X̂
)

=
∑

j

∑

k

(

x j ,k −P j X̂
)T (

x j ,k −P j X̂
)

(7.5)

Where j indices the two cameras, k indices the x- and y-axes in the image planes, P j is the 3×4

projection matrix for the j ’th camera and X̂ is the homogeneous 3D coordinate of the point being

reconstructed.

A starting guess for this minimization is obtained using Plücker coordinates to represent the

lines, L, from the focal point of the cameras through the observed image plane points.

L ≡
(

ν;µ
)

(7.6)

where ν is the line orientation vector and µ is the line moment where

µ= m ×ν ∀m ∈ L (7.7)
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It is then possible to calculate the closest point on one of these lines, L1 =
(

ν1;µ1

)

, to the other

line, L2 =
(

ν2;µ2

)

, called M1, using the formula

M1 =
ν1 ·

(

ν2 ×µ2

)

− (ν1 ·ν2)ν1 ·
(

ν2 ×µ1

)

‖ν1 ×ν2‖2
ν1 +ν1 ×µ1 (7.8)

Similarly the point M2 can be calculated by switching the indices. The midpoint, (M1 +M2)/2

can then be used as an estimate of the 3D reconstructed point, [52].

For a list of i points, with known transformations with respect to the object frame, Xi , consti-

tuting an object, a geometric cost function can be written.

χ2
(

T ob j ect
)

=
∑

i

∑

j

∑

k

(

xi , j ,k −P j T ob j ect Xi

)T (

xi , j ,k −P j T ob j ect Xi

)

(7.9)

Here the optimal T ob j ect , which describes the transformation of the object frame, minimizes

the geometric error. A transformation matrix has only six independent variables, so the rotation

part of the matrix is estimated by its equivalent angle axis representation, recommended in [25].

Solving the non-linear optimization problem of equation 7.9 can be done by the Levenberg-

Marquardt algorithm, also used for calibration. The algorithm is standard for problems like

the present one, [25], and also other multidimensional data fitting problems.10 The algorithms

combines the guarantee of convergence of gradient descent, and the quadratic convergence of the

Gauss-Newton algorithm. In this project, the algorithm is used with approximate Jacobians.

As this is an iterative algorithm, a good initial guess will speed up the search significantly and

reduce the risk of finding a local minimum.

Figure 7.11: Visualization of calculation of frame transform for 3D reconstruction of

chessboard markers.

A simple way to obtain an initial guess is by reconstructing three points of the object and then

calculate a transformation of the object based on that. A point can be reconstructed by minimizing

equation 7.5. With the points A, B and C localized as in figure 7.11, the position and orientation

can quickly be estimated. The x axis is an unit vector pointing in the direction of B from A, the y

axis is a vector pointing in the direction of C from A, and then z is orthogonal to the two. The three

vectors can be orthogonalized by a Gram-Schmidt process[23], to form a valid rotation matrix. The

translation of the frame can then be set to the center of the chessboard by translating it along the

found axes.

The algorithm of reconstructing object transforms using the Levenberg-Marquardt algorithm,

has the benefit that it can also estimate the covariance matrix for the estimated parameters, and in

10It is used as default for minimizing sum of squares problems in Mathematica[29].
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that way it is possible to investigate the quality of reconstructions. An evaluation of the algorithm

can be found in section 8.4.

The algorithm has one weakness, in practice the geometric errors are not Gaussian distributed,

most of them are, but vision algorithms also produce rare outliers that are not covered in the

chosen distribution. When performing the minimization of equation 7.9, this leads to the possible

outlier being given a large weight, dragging the result in a wrong direction. It would be feasible to

be able to detect these outliers during the optimization and then exclude them from the further

calculations.

7.4.3 Markerless reconstruction

It would be preferable that a marker was not necessary in order to detect bricks. Classical al-

gorithms such as edge detection and line detection by Hough transform[13] could be ways to

detect bricks, but also more generic algorithms based on learning of features, such as Viola-Jones

classifiers[45] could be possible, using the edges of the bricks as well as the pattern of the hollows

in hollow bricks as possible inputs. It is however worth noting that the production of bricks is not

very precise, so bricks may vary in size, and the pattern of the hollows may be difficult to detect,

even with bricks from the same production unit. In general bricks can vary also in color, and many

types of bricks do not contain any pattern of hollows as they are massive. Therefore, it is not very

likely that a reliable algorithm for precision grasping of bricks can be developed solely using vision.

Other sensors might be necessary to obtain an acceptable performance.

7.4.4 Precision of a reconstructed pose

It is interesting to determine how precise we can estimate the pose of a marker using the proposed

Levenberg-Marquardt algorithm to minimize equation 7.9. When picking up bricks we are inter-

ested in the precise position of it in order to know the transformation of it in the gripper when

holding it such that it can be placed precisely. In that situation the precision of the rotation is not

so crucial, as the flat parallel contact surfaces on the gripper will ensure that the object rotation

when grasped is constrained in two dimensions. The third axis of rotation is orthogonal to that

surface, and when a brick is placed in the wall, the rotations in that direction will be zero as the

brick will end up lying flat on the top of the bricks below it.

When using the reconstruction algorithm to estimate the transformation of the wall frame, the

rotation is very crucial, as an error in the rotation around an axis will cause a point to be translated

proportionally to the distance to it. In other words an error of 0.01 rad around some axis will result

in a difference in the position of a point at a one meter distance of up to (1 m· sin(0.01)) ∼= 1 cm.

This situation may occur when a brick is placed according to a frame, estimated by reconstructing

a chessboard marker.

The Levenberg-Marquardt is able to calculate the covariance matrix of an estimated pose

of a chessboard, and from the experiment of constructing a wall a series of covariance matrices

are sampled from the tasks of locating the bricks and the wall frame. It is possible to use these

covariance to estimate the precision in the pose reconstruction algorithm. It is worth noting that

the pose estimates vary across the measurements, as the transform between the platform and

the chessboard is not constant, the covariance is however assumed to be of equal magnitude

across the measurements, although for instance the main direction of uncertainty in the position

estimate is dependent on the actual estimate.

For a covariance matrix, the direction with most uncertainty is the same direction as of the

eigenvector corresponding to the largest eigenvalue. In that direction the standard deviation is

equal to γ=
√

λmax where λmax is the largest eigenvalue. This means that for each covariance

matrix estimated, a γ can be calculated.
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When grasping bricks, the precision of the position of the brick is important. The γ’s for the

position part of the covariance matrix, i.e. the upper left 3×3 matrix have been calculated for the

covariance matrices obtained during the pick operations in the wall building test presented in

chapter 8. The results can be seen in figure 7.12. It can be seen that γ can be in the size of up to

1.4 mm = γmax . A 95 % confidence interval for the actual position estimate will contain p̂ ±1.96γ,

where p̂ is the position, meaning that deviations from the actual value in 95 % of the estimates for

γ= γmax will lie less than 3 mm away from the actual value. A typical value of γ is 1 mm, it will

then mean that error will be less than 2 mm in 95 % of the cases.
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Figure 7.12: The standard deviation in the direction of most variability of the position

of a reconstructed chessboard. The data come from estimating the pose of bricks for

being picked up.

When placing bricks in a position relative to an estimated frame, as explained, the precision

of the estimated rotation will be affecting the end position the most. Using the lower right 3×3

submatrix of the covariance matrix, a γ can be calculated for the rotation part of the covariance

matrix. The results can be seen in figure 7.13. Here γ is between 0.002 and 0.005. Using the

confidence interval as before, and knowing that sin(θ) ∼= θ for small θ, it can be seen that a point at

a distance of one meter to the frame will have an error of less than 10 mm.
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Figure 7.13: The standard deviation in the direction of most variability of the rotation

of a reconstructed chessboard. The data come from estimating the transform of the

marker specifying the wall frame.

It is worth noting that these confidence interval widths of 3 mm and 10 mm are very conserva-

tive guesses of the actual precision, due to the worst case guesses of the γs. Because of that smaller

errors than these can be expected in the real world.
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7.5 Picking up bricks

Picking up bricks is an important aspect of the development of a brick laying robot, and it will be

very difficult to be able to place bricks with a high accuracy if they are not also grasped accurately.

Figure 7.14 shows an example grasp.

Figure 7.14: Example of grasping a brick.

The grasping procedure is explained as follows:

1. Localize brick - Reconstruct the 3D transformation of a graspable brick using stereo vision

and the algorithm presented in section 7.4.

2. Find grasp transformation - Find the desired transformation of the manipulator such that

the gripper can grasp the brick. Using a parallel gripper on the parallel surfaces of bricks,

makes no need for calculations of the grasp quality; if the gripper closes around the center

of the brick as in figure 7.14, the grasp will be acceptable with the used gripper.

3. Find grasp configuration - Solve the inverse kinematics of the manipulator, for the grasp

configuration.

4. Make path - Make a path for the manipulator to a configuration a little above the desired

grasp configuration, avoiding collisions with obstacles and other brick piles.

5. Tessellate manipulator - Move the manipulator linearly along the negative z axis of the

object frame, see figure 7.11, to the grasp position.

6. Grasp brick - Grasp the brick by closing the gripper while applying a sufficient pushing force

to keep the object fixed during movement.

7. Move manipulator home - plan a path to the transportation configuration of the manipula-

tor, starting with a small tessellation along the positive z axis of the brick frame.

The presented grasping procedure is quite simple, as the bricks are easy to grasp using the

parallel gripper with some high friction coating on the fingers. The linear tessellations are used

partially to make it easier to make paths to the grasping position for the RRT planner, described in

section 7.2. It also helps avoiding that the grasped object will slide along the brick on which it is
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resting when picked up. It is important to assure that movements of the manipulator or gripper

are finished before a new movement is initialized, as that would result in imprecise or erroneous

grasps.

When using this approach no unsuccessful grasps and no droppings of the grasped bricks has

been encountered, as is also reflected in the experiments section, 8.4, therefore this algorithm is

satisfactory with the current use of it.

Grasping without detecting markers

If it is necessary to grasp bricks without markers or in positions on the top of the platform, see

figure 7.15, the precision is likely to be reduced. Therefore it would be preferable to use sensors to

update the transformation of the brick with respect to the gripper TCP. It is also likely that when

decreasing the grasp quality and increasing the speed of the manipulator, the bricks may slide

during motion. Some ways to avoid or correct these problems are:

1. Using a parallel gripper makes the grasp especially sensitive to rotations around the axis

connecting the two fingers. The risk of this flaw may be reduced by utilizing a constrained

planner for the manipulator trajectories which prevents rotations of the held brick around

that particular axis.

2. It might also be worth investigating other kinds of grippers, e.g. suction discs, customized

for handling bricks. If it is not an option to purchase a new gripper, the design of the fingers

may be reviewed. It is possible that with a wider gripping surface per finger, the grasp may

be more stable. If the design of a finger could provide two contact surfaces, this would also

reduce risk of unwanted brick rotations.

3. Pose refinement by vision can be used to update the actual position of the brick in the

gripper. It can be done by moving the gripper in front of the cameras, enabling a precise

pose estimation but also slowing down the process due to the extra movement.

4. Visual servoing may be applied such that an error in the placement position gives feedback

to the control system, which will then iteratively adjust the brick position until satisfactory.

This could in addition reduce necessary precision of the estimation of the reference frame to

which bricks are placed relatively.

5. A force-torque sensor or tactile sensors may be added to determine how the brick is held by

the gripper. It may even be possible to calculate the center of gravity of the brick with this

sensor in order to refine the estimate of the brick pose. This sensor can also simply detect if

a brick is held or not.

So far, however, these improvements have not been necessary, but one or more of them are

likely to be needed in future development.

7.6 Placing bricks

Placing bricks in a wall, is a task which is carried out as the robot after having picked up one

or several bricks, arrives at the wall building location, where it will then put the bricks into the

wall being build. Actually, the task of placing a brick, which is held by the gripper, in a desired

transformation relative to some frame, is actually very similar to that of grasping objects described

above. The first thing to do, is to determine the transformation of the robot relative to the frame, to

which the brick must be laid relatively. This transformation cannot be expected to be known in

advance, since that would require a very accurate movement of the platform to the goal position,



82 CHAPTER 7. ALGORITHMS FOR WALL BUILDING

and that is not possible with the current equipment. It is, however, also more appealing not to

depend on such predefined transformation, as that does not accommodate a flexible and robust

operation of the robot.

The robot determines, by the recognition of a known marker, its current transformation to

this marker frame. The marker is required to be placed precisely relative to the desired wall

position. Then, by bookkeeping where bricks that has been placed in the wall before the current

one, the desired transformation of the current brick relative to the marker is easily calculated, and

a manipulator joint configuration is found which places the brick in the desired position. The

internal state of the robot must be up to date about where the preceding bricks have been placed

in the wall, and therefore it can then search for a collision free path to the place configuration

which takes into account the bricks that have been laid until then. Similarly, when the manipulator

should be moved away after having placed the brick, the newly placed brick is added to the wall

model, which then ensures that collisions with this brick are also avoided henceforward.

7.7 The brick laying task

The task of brick laying is presented and described in chapter 3. The more detailed algorithms

used to solve the subtasks in the task of laying bricks are described in the previous sections of this

chapter. Here, the algorithm for laying bricks, using these algorithms is presented in algorithm 2.

Algorithm 2 Build wall

1: BP := GenerateBrickPile(stacks, bricksPerStack);

2: BT := GenerateBrickPattern(width, height, bond);

3: while !empty(BP ) and !empty(BT ) do

4: move platform to BP

5: identify next graspable brick bi from BP

6: estimate T
bi

platform
by stereo vision

7: pick brick bi at T
bi

platform
with manipulator

8: move manipulator to home

9: move platform to wall

10: estimate T wall
platform

by stereo vision

11: get T
bi

wall
from BT

12: move manipulator to T
bi

wall
and place bi

13: move manipulator to home

14: end while

First step of the algorithm is to initialize the model of the brick pile. The model is initialized

and updated in order to be able to make paths for the manipulator that do not collide with the pile,

when picking up bricks. Before the robot starts execution, a list, BT , of desired transformations of

each brick in the wall with respect to a reference frame is calculated. The input to this function is

the desired width, height and bond of the wall.

The while-loop starting in line 3 of the algorithm contains the actual building of the wall. The

first step here is to move the platform to the brick pile. The location of the brick pile is a priori

known in the map used by the platform. The platform navigation algorithm is described in 7.1.

The arrival position of the platform is not very precise, so before a brick can be grasped, the precise

transformation of the brick with respect to the robot is estimated. This is done by identifying

and reconstructing the pose of it, using stereo vision, with the algorithm described in section

7.4. It is then possible to move the manipulator to the brick and pick it up using the grasping

strategy described in section 7.5, together with the path planning and execution strategies for the
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manipulator, described in section 7.2. It is in that situation important to know the locations of the

other bricks in the brick pile, such that collisions between the manipulator and these are avoided.

Before moving the platform to the wall, the manipulator is moved to its home position. The

path generated for the manipulator will then take into account that a brick is held by the gripper.

The manipulator movement to the home configuration is done to reduce the risk of encountering

collisions between the manipulator and obstacles in the scene while moving the platform. The

position of the wall is, as the position of the brick pile, known to the robot, so the robot can move

to that goal as soon as the manipulator is in place.

Upon arrival at the goal position in front of the wall, the robot updates the transformation

between the platform and the wall frame, as described in line 10, with the algorithm of section

7.4. The robot can then calculate the desired transformation of the brick, bi , using T wall
platform

and

T
bi

wall
in the platform frame. It is then possible to make a path for the manipulator to place the

brick in the desired transformation, using the strategy in section 7.5. The robot can then move the

manipulator back to its home configuration in order to be ready to go and fetch the next brick.

7.7.1 Transportation of bricks

The brick laying algorithm presented in algorithm 2 has not been developed with the focus on

execution speed, which is why the robot has to move back and forth between the brick pile and

the wall once for each brick being laid. This method is good to test and examine the key aspects

of brick laying, the ability to pick up the bricks and especially the ability to place them correctly

and precisely in the wall. It is however slow and might cause the system to fail more often than

necessary, as the planning for the platform sometimes fails, see section 8.4.2.

The robot does not have any means to pick up more than one brick at a time, but it can be

possible for the robot to carry several bricks, by one at a time picking up a brick and then place it

somewhere on the robot. When the desired number of bricks has been loaded, the robot can then

carry these from the brick pile to the wall. There is a flat area on the top of the platform which can

be used for such a purpose. An example of the robot placing bricks on its top surface can be seen

in figure 7.15.

Figure 7.15: Transportation of bricks on the platform.

A problem arising when choosing this approach is not to lose the accuracy in the brick laying

process. It is likely that this accuracy might fall as two grasps and placements of bricks are needed
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for each brick in this approach, first when placing the bricks on the robot carrying area, and second

when placing the bricks in the wall. During the movement of the platform from the brick pile to

the wall, it is likely that the bricks will slide or move a bit due to the vibrations of the platform.

Because of that, the second grasp of the bricks will be inaccurate or maybe even unsuccessful,

leading to a bad placement of the brick in the wall. It is in the current setup not possible for the

robot to see this area with the cameras, making it difficult for the system to adapt to these errors as

the position of the bricks cannot be re-estimated.

The simple solution to this is to make some kind of fixture for bricks on top of the robot, such

that the bricks can be assured to be in a known position when grasped for placing in the wall. The

fixture could be designed such that it actually improves the accuracy of the robot, as they can be

used to let the brick slide from its inaccurate placing position to the accurate desired position in

the fixture. The position of these fixtures will be static, so it may be feasible to make pre-calculated

paths to and from these positions. It is likely that the area above the platform will be collision free,

making these paths possible. It is also possible to use the suggestions of section 7.5 to improve

precision of grasps.



Chapter 8

Experiments

This chapter will describe the experiments conducted in this project, which have mainly been

the construction of a 1 m×1 m wall using the robot and the developed control system. This is to

evaluate the performance of the robot performing masonry, which is the algorithms presented in

the previous chapter. First, good measures for the performance of the robot performing masonry

are presented, then the experimental setup can be presented along with the measuring techniques.

After that, the results concerning the quality of the constructed wall and the overall performance

of the system are presented and evaluated.

8.1 Brick laying performance measures

As described in the problem statement, the performance of the robot performing masonry is to be

evaluated in order to be compared to the performance tolerances of conventionally constructed

walls. To do this, it is necessary to identify some measures that can be obtained consistently in the

experiments. It is also important to identify measures presenting the performance of the execution

in a way that makes it possible to evaluate the subtasks of the robotized masonry task.

8.1.1 Quality of a constructed wall

When a wall is constructed it is interesting to investigate the quality of it in terms of the precision

in which the bricks are placed. Although the wall constructed in the experiment is not as big

as a normal wall, it will still be possible to investigate it in the same ways as conventionally

constructed walls. The Danish standards and measurement techniques are described in [63, 11].

Some interesting measures and tolerances applicable for this experiment are:

• Planarity - The planarity of a facade wall. This can be measured by placing a two meter

straightedge at the wall and verify that all bricks must lie within ±6 mm/2m.

• Head joint - Bricks are made from natural materials and due to the drying process, their

size may vary. This is compensated for when putting the right amount of mortar in the

wall between the bricks. The reference value for the width of the mortar space between

bricks is 12 mm. The tolerances are such that an acceptable mortar space must vary between

12−4 mm and 12+8 mm.

• Deviation from vertical - For a normal storey, with height of less than 3.4 m, the deviance

from vertical from top to bottom must be less than 20 mm. This deviance can be measured

both at the side of the wall and at the end of the wall.

Obtaining good data for these measures, it will be possible to evaluate the quality of the wall

with respect to the tolerances. Along with these measures, it would be interesting to estimate

85
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the variance of the position of the placed bricks in the directions along the wall and across the

wall. These values are interesting when investigating the covariances for the precision of the many

subparts of the system, such as calibration and manipulator movement. These values can also be

used as a reference for other projects involving mobile manipulation.

8.1.2 Performance of execution

The performance of the robot is measured in order to visualize the time consumption for the robot

building a wall. These measures will be interesting if the system is to be compared to other similar

systems1 or human construction. As this is a development system, it will also be interesting to

divide the performance measurements into measures for execution of the different subtasks of

the system. In that way it is easier to detect which parts of the execution that can be optimized to

gain most in the overall performance. The main interesting measure is the speed of execution. The

process occasionally breaks down due to some errors, and to be able to minimize these occurrences

and identify where and how often they happen, the failure rate of the subtasks is also measured. A

failure in the execution of some task is in this context a situation where a human must interact

with the robot in order to resume the execution.

The subtasks for which time consumption and failure rate is measured are the following:

• Move platform to wall site - This task is initialized when the application is ready to send a

command to the platform to move to the wall site and ended when the platform software

signals that it has arrived or has failed.

• Move platform to brick pile - This task is initialized when the application is ready to send a

command to the platform to move to the brick pile and ended when the platform software

signals that it has arrived or has failed.

• Locate wall frame - This task is initialized when the robot has arrived at the wall site and

ends when the transformation of the wall frame with respect to the robot is estimated using

the stereo vision system.

• Locate brick frame - This task is initialized when the robot has arrived at the brick pile and

ends when the transformation of the wall frame with respect to the robot is estimated using

the stereo vision system.

• Pick brick with manipulator - This task covers the picking of a brick starting when the brick

is located and ending when the manipulator has moved to a transportation configuration,

carrying the brick.

• Place brick with manipulator - This task covers the placing of a brick starting when the wall

frame is located and thus the desired position of the brick can be determined, ending when

the robot has moved back to its transportation configuration after the brick has been placed

in the wall.

8.1.3 Performance of manipulation

The pick and place tasks depend on solving many smaller subtasks, therefore it is interesting to

investigate the speed of execution and failure rate of these subtasks, in order to detect possible

improvements. The manipulation tasks are the following:

• Solve inverse kinematics - The task of finding the closest collision free robot configuration

constrained by a desired T end
base

to the current configuration.

1Although it has not been possible to find such data for such systems so far.
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• Find path - The task of connecting a start and goal configuration by a collision free path of

joint configurations.

• Find linear path - The task of creating a path that is linear in Cartesian space between two

T end
base

transformations.

• Optimize path - A subtask of find path, optimizing the path length by shortcutting interme-

diate configurations, still avoiding collisions.

• Move along path - This task starts when a path is ready to be send to the manipulator, and is

finished when the manipulator signals if the path was executed successfully or not.

When one is to improve the performance of one of these tasks, it must be kept in mind that it

could be the performance of another task that causes the possible bad performance. For instance

if the movement along a path takes a long time, it may be caused by the planner creating longer

paths than necessary. It is important to note that movement of the platform and gripper can in

many cases be executed at the same time as planning for a subsequent task is performed, making

the actual execution time of the entire process shorter than the sum of these times.

8.2 Experimental setup

The experiment for evaluating the wall building mobile manipulator is to build a 1 m×1 m wall in

a semi-controlled environment. The environment can be seen in figure 4.3. In this environment

the robot moves back and forth between a brick pile and the wall, picking and placing bricks one

at a time according to the algorithm in section 7.7. The environment will be specified with an

imperfect map, and it can be expected that humans move around in the environment during the

construction. If the robot stops because of a failure during the execution, the task can be continued

from there. The algorithm relies on marker detection to locate the precise position of the wall

frame.

8.2.1 Assumptions

To make the experiment successful, the execution is based on the following assumptions for the

environment and task.

• Partially known map - A map of the working environment has been created by the laser

scanner of the platform. It is not perfect, as it is made from sampled laser readings, and

some parts of it are incomplete. The desired platform goal positions according to the brick

pile and wall frame are defined in that map such that bricks and desired place positions are

reachable for the manipulator.

• Detectable bricks - Bricks are equipped with markers in order to be located, only one brick

is visible in the brick pile at the time.

• Wall frame indicated by marker - A known marker is placed in a known transformation

respective to the wall being build, making it possible to locate the frame in which the

positions of the bricks in the wall are specified.

• Partially controlled lightning conditions - The test is conducted indoor in a room with

both artificial lightning and some sunlight coming in through windows. No direct sunlight is

permitted.
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• No additional obstacles when moving manipulator - It is assumed that no object other

than the robot, the floor, the wall or the bricks known in the environment model of the robot

can cause collision with the manipulator.

• Obstacles detectable by laser scanner - The obstacles in the map are detectable by the 2D

laser scanner of the platform meaning that these are assumed to be largest in any direction

at the level of the scans.

With these assumptions in mind, it is expected that the robot can perform the brick laying task

successfully.

8.3 Measuring techniques

8.3.1 Quality of a constructed wall

In practice the tolerances for a constructed wall are verified by investigating critical places in the

wall, and it is only inspected if some part meets the requirements or not. In this situation we are

interested in making more general inference on the data of the wall, that is not only obtaining an

accepted/rejected statement. For the same measures as above, the measurement methods are:

• Planarity - The planarity is measured by placing a spirit level vertically at eight positions

along the wall, and then measure the distance from this vertical line to the bricks in the wall.

When evaluating the quality, the average, i.e. the average distance from the level to the wall,

can be subtracted and a linear regression can be made to remove effect of the possible slope

of the wall from this measure.

• Head joint - The head joint can directly be measured by inspecting the space between each

brick. In that way it is also possible to investigate if the space has equal mean and variance

in different parts of the wall.

• Deviation from vertical - The deviation from vertical can be verified by evaluating the slope

of the linear regression, performed in the evaluation of planarity. The deviation can be

investigated in both the direction transversal to the wall and in the direction along the

longitudinal axis of the wall.

As mortar is not used, the height of the wall cannot be controlled by the robot, and it is therefore

not interesting to measure. The variance for the position of the placed bricks can be estimated in

the direction orthogonal to the wall plane from the samples of the planarity of the wall. The size

of the head joint can be used to determine the variance for the position of bricks in the direction

along the wall. The following model can be set up to describe the stochastic variable H which is

the width of a head joint between two bricks

H = B2−B1− c (8.1)

where B1 and B2 are the stochastic variables describing the position of two bricks along the

wall. c is a constant corresponding to the length of a brick plus the desired head joint width. As it

can be assumed that B1 and B2 have equal variance and are independent, the variance of a brick

must then be half of the variance of H . This is because the variance of the sum (or the difference)

of some stochastic variables is equal to the sum of the variances of the stochastic variables when

they are uncorrelated.
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8.3.2 Performance of execution

The easiest way to measure the performance of the robot executing tasks is simply to use software

timers in the program. This enables high precision measurements with consistent determination

of when one task is finished and another is started.

It is worth noting that the software approach to measuring time and failure rates, is not able to

detect all software failures, as if the main application breaks down, it will not be possible to log the

time and success or failure of tasks not finished.

8.4 Results

Data is acquired from a construction of a 1 m×1 m wall. The wall was constructed with the mobile

manipulator as specified in section 8.2. In order to reduce the risk of damaging equipment the

speed of the platform and the manipulator was reduced, which will affect the performance of

the robot, especially the manipulator movement. The constructed wall can be seen in figure 8.1.

This wall has a reasonable size for evaluating its quality. As 72 bricks are used in the construction,

sufficient data to analyze the performance in terms of speed and success rates is also available.

Figure 8.1: The constructed 1 m×1 m wall.

An interesting observation from evaluating the wall visually is that the error in the positioning

of each brick is independent. A human brick layer will place each brick relative to the closest bricks,

resulting in a small difference in placement of the bricks, but not necessarily a small absolute error,

he will however have difficulties avoiding the errors adding up, when placing more bricks. It is a

matter of preferences what is best, but with the current setup there is a visual difference between

the two ways of constructing walls, regardless of if tolerances are met or not.

8.4.1 Quality of a constructed wall

The quality of the constructed wall and the evaluation of if it will meet the requirements for normal

walls specified in 8.1.1 is presented here.

Planarity

The planarity can be evaluated by the residuals of the linear regression on the planarity measure-

ments, in figure 8.2(b). The residuals show the deviation in the brick position in the direction

normal to the wall plane, corrected for the possible slope of the wall. It can be seen in figure 8.2
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that the data which is sampled at eight different positions, indicated by the colors, seem to come

from the same distribution, modeled by the proposed linear regression model with Gaussian noise

on the residuals. One pattern is however visible - the samples from the same height on the walls

are correlated. This means that each layer of bricks is displaced in one direction compared to the

wall plane. This fact is hard to explain, but the fact that the robot may swing in that direction when

bricks are placed, due to the change in balance point, may be an explanation.
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(a) The linear regression of the displacement of the

bricks in the plane of the wall on the height at the wall.
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(b) The residuals of the linear regression in figure

8.2(a).

Figure 8.2: The evaluation of planarity and deviation from vertical for the constructed

wall. The colors indicate the eight different positions along the wall where the mea-

surements are sampled.

Assuming a normal distribution of the residuals, a prediction interval of these will reveal the

maximum and minimum limits for the placement of new bricks. This can be seen in equation 8.2. It

can be seen that the 99 % limits of ±8.29 mm is close to the tolerance of ±6 mm, but improvement

would still have to be made in order to reach this limit.

P.I .pl anar i t y (0.99) = [−8.29 mm;8.29 mm] (8.2)

Head joint

To make a brick wall look good it is important to have a uniform spacing between bricks. This

space is evaluated in figure 8.3. It can be seen in figure 8.3(c) that the variation in the head

joint space is larger at the bottom of the wall than at the top. The bottom of the wall is further

away from the base of the manipulator and therefore errors in the calibration of the manipulator

kinematic parameters, both base frame transformation with respect to the camera and the Denavit-

Hartenberg parameters of the manipulator, may cause larger errors there. Another cause of this

error may be the suspension at the platform wheels that may change when the manipulator is

moved and therefore changes the center of gravity.

When not taking this pattern in the variance of the distribution of the head joint into account,

the data forms a normal distribution around a center of 9 mm, as seen in figure 8.3(a), and a

prediction interval can be calculated to verify if the head joint space meets the requirements. The

prediction interval can be seen in equation 8.3 It is much wider than the tolerance, meaning that

this requirement is not met. The fact that the average of the head joint is smaller than the expected

12 mm is due to the fact that the bricks are a bit larger than their nominal size, actually about

3 mm. Zero is included in the interval, and because of that some bricks collides with the already
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(b) The sampled head joint values

plotted against the position along

the wall.
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(c) The sampled head joint values

plotted against the height at the

wall.

Figure 8.3: Evaluation of the head joint between bricks sampled in different places at

the wall.

placed bricks, when placed. This was also observed during the actual construction process, as

some bricks ended resting with one end on top of the brick it was supposed to be placed next

to. These bricks were manually moved to a correct position such that the construction could be

carried on.

P.I .Head j oi nt (0.99) = [−3,52 mm;21.63 mm] (8.3)

Deviation from vertical

The deviation of the wall from the vertical axis is evaluated by investigating the regression in

figure 8.2(a). The confidence interval for the slope can be seen in equation 8.4. This value is

comparable to the tolerance value of 20 mm/3m = 6.67 mm/m, although the tolerance is not met.

The placement of the chessboard pattern which serves as reference frame for the wall is crucial for

this value as the estimated z-axis deviation from vertical will directly result in this error.

P.I .transversal slope (0.99) = [2.87 mm/m;8.23 mm/m] (8.4)

-10 -5 0 5 10

0

200

400

600

800

1000

V
e

rt
ic

a
l 
p

la
c
e

m
e

n
t 

(f
ro

m
 b

o
tt

o
m

) 
[m

m
]

Left end brick displacements [mm]

(a) The deviation at the left end of the wall

-10 -5 0 5 10

0

200

400

600

800

1000

V
e

rt
ic

a
l 
p

la
c
e

m
e

n
t 

(f
ro

m
 b

o
tt

o
m

) 
[m

m
]

Right end brick displacements [mm]

(b) The deviation at the right end of the wall

Figure 8.4: The longitudinal deviation from vertical of the wall
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The estimation deviation from vertical in the longitudinal axis of the wall is less precise, as less

data can be produced. The data can be seen in figure 8.4. A clear pattern can be seen, showing

that the wall is wider at the bottom than at the top. This can possibly be explained by the larger

uncertainty in the brick placement at the bottom of the wall. The confidence interval for the

regression lines can be seen in equation 8.5. It can be seen that these intervals are large and they

show that the wall can be much tilted.

P.I .long i tudi nal sl opel e f t (0.99) = [0.1 mm/m;14.6 mm/m] (8.5)

P.I .l ong i tudi nal sl oper i g ht (0.99) = [−17.0 mm/m;−5.9 mm/m] (8.6)

In the measurements for the deviation from vertical, the measurement technique is very

imprecise, as it is done by placing a spirit level vertically and then measuring the distance to this at

different points in the wall. This highly affects the results as the accuracy of this device is about

10 mm/m. It is especially a problem for the measurements at the ends of the wall as fewer data

can be acquired from that.

Variance of brick position

The variance of the placed bricks in the direction across the wall can be seen equation 8.7. The

value assumes that any linear tendency of the wall from being not vertical is subtracted.

σ2
acr oss = (3.2163 mm)2 = 10.3448 mm2 (8.7)

The variance of the brick position along the wall can as described earlier be calculated from

the variance of the head joint space. The variance can be seen in equation 8.8.

σ2
al ong = (3.4461 mm)2 = 11.8758 mm2 (8.8)

It can be seen that the variances in the two directions are almost same size, which indicates that

the sources of the uncertainty of the brick position can be expected to have the same distribution

in these directions. The values are not very large, but still apparently not small enough to let the

constructed wall meet the normal tolerances. All in all the results show that the constructed wall

has a quality that is comparable to that of conventional masonry, although the tolerances are not

entirely met. It is expected that by optimizing accuracy in the different subtasks, the tolerances

can be met.

8.4.2 Performance of execution

The pie chart in figure 8.5 displays how the total time of the wall construction is distributed among

the subtasks. It reveals that more than 50 % of the total execution time is spent on navigating

around with the platform. This is not very surprising as the platform has to move each time a brick

has to be picked or placed. An interesting observation here is that the time spent navigating to

the brick pile is larger than the time spent on moving back. An explanation for that is simply that

the manipulator moves along different paths in each direction. It is also seen that the pick and

place tasks that are quite similar also takes about the same time. The reason for the more time

executed on picking may be that a few more pick operations are executed, as it is necessary to start

by picking up a brick when restarting the application after an error. The pick and place tasks also

consume a very large fraction of the total time spent, meaning that the reduction in total execution

time from improving the locating tasks will be almost undetectable.
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Figure 8.5: A pie chart of the time consumption of different subtasks of wall building.

Figure 8.6 shows how much time is spent on each execution of one of the tasks. Again, the

locate tasks take very little time. The outliers are expected to come from the situations where the

vision system was not able to locate the chessboard in the first pair of images.2 The large spread in

the task of moving the platform to the brick pile indicates that the paths followed by the platform

are diverse. It was seen that during execution of these paths, the robot ended in a position too far

from the goal, making it necessary for it to turn around and move a little back in order to reach that

goal. The figure also shows that the average time to pick a brick and the time to place it are almost

the same. The larger spread in the time to pick is difficult to explain, although an explanation

may be that it is sometimes hard to find a path for the manipulator when it is needed to move the

manipulator around some brick piles to grasp the next brick.
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Figure 8.6: Box plots of the time it takes to execute subtasks.

A histogram of the total time for a loop, meaning the picking and placing of one brick, can

be seen in figure 8.7. It can be seen that the times are distributed between 70 s and 120 s with a

multimodal distribution. This interval of times is very high, and it reveals that large improvements

are definitely possible, both when considering the navigation of the manipulator and the platform.

The platform navigation is carried out by ARNL, as explained in section 7.1, which cannot be

changed as it is closed source, therefore a more detailed investigation on that is not carried out.

The performance of the manipulator subtasks can however easily be changed and improved, and

thus it is interesting to investigate further.

The failure rates for the different tasks can be seen in table 8.1. It can be seen that during the

entire wall construction process, only few failures were detected. The failures for the platform

navigation when moving to the brick pile are hard to control, but ensuring that obstacles do not

appear near the goals is a way to reduce this rate, as the robot in rare occasions moves to a position

that is too close to the obstacle, resulting in that the robot controller goes into an “in collision”

state, disabling further movement.

2If chessboard localization fails, a new image pair is grabbed and the chessboard localization algorithm is again run.

This is done three times at maximum.
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Figure 8.7: A histogram of the time it takes for a loop, meaning the time from the robot

is ready to pick a brick, until it has picked and placed it and is ready to pick the next.

Move to Locate brick Pick brick Move to Locate wall Place brick

brick pile frame wall frame

Failure rate [%] 4.6 0.0 2.7 0.0 0.0 2.7

Table 8.1: Failure rates for the tasks of building a wall.

A few errors were encountered for the pick and place task, these will be investigated further

when investigating the platform movement in detail. The overall result is however, that the

reliability of the remaining parts of the system is very high, and quite long runs without human

intervention can be possible if just a few more failures are avoided.

8.4.3 Performance of manipulator movement

Figure 8.8 reveals that with the current setup, almost no time is spent on creating linear paths and

solving the inverse kinematics for the robot, it is not surprising as both tasks primarily consist of

solving the analytical inverse kinematics, which is a process that can be done in O (1), whereas

the planning and collision checking tasks in high dimensional spaces have a much higher time

complexity.

It can be seen that much time is spent on creating paths for the manipulator, the box plot of

the task “Find path”, and on executing it, the box plot of the task “Move robot”. The task “Optimize

path” is a part of “Find path”, so it can be seen that about half of the path planning time for the

manipulator is actually spent on optimizing paths that are collision free from start to goal. It is

worth noting that in this test the robot did only move with 30 % of its maximal speed and 20 % of

its maximal acceleration. If the maximal values was used, the actual execution time will in fact be

significantly faster than the planning time. It will in many cases not be desirable as it would then

be faster to reduce the amount of planning and optimization and instead move along less optimal

paths.

In some situations where many paths are to be planned, it is possible to plan asynchronously

of the moving of paths. In that way, the time available for planning while moving the robot in

another path, or executing another task, is “free”, meaning that this planning will not affect the

overall performance.

In table 8.2, it can be seen that the failure rates are very low for the manipulator, both in terms

of planning and moving. As an analytical solution to the inverse kinematics exists, and since

failures in solving i.k. occur, it means that either the transformations for which the algorithm fails

are in collision or they are outside the working area of the manipulator. This means that this error

is due to other parts of the system not functioning properly. Most likely the failures occur because
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Figure 8.8: Box plot of the times for calculating and execution tasks when controlling

the manipulator.

I.k. Find path Make linear path Optimize path Move robot

Failure rate [%] 0.98 0.0 0.0 0.0 0.26

Table 8.2: Failure rates for the manipulator planning and movement.

the platform was not placed correctly in order to make the goal transformation of the manipulator

reachable.

The path optimization task is quite time consuming, so in order to see if it improves overall

performance, an analysis of it is conducted, and the results are seen in figure 8.9.
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Figure 8.9: The performance of the path optimization algorithms form the manipula-

tor movement. The examined paths are the paths executed by the robot during the

wall construction where the task “Find path” was executed in order to generate the

path.

The figure shows that for the robot moving at full speed and acceleration, the execution time is

more than halved. This substantially advocates for the use of the optimization, as other advantages

such that less power consumption and less jerky movement is also achieved. The bar indicating

occurrences of time reductions very close to 100 % in the figure are expected to be due to some

outlier paths being reduced to almost zero length. It is possible to choose how much time is spent

on the shortcut algorithm, this time can also be tuned to yield a large reduction in execution time

without having to wait for that algorithm too much.





Chapter 9

Epilog

This chapter contains the final evaluations on the complete project and it is split into three sections.

The discussion section is an analysis and discussion of the methods used in the project and the

results obtained. The analysis will be made with respect to the main objectives of the project and

the problem statement. The conclusion section will summarize from the discussion and present

the results of the project together with a statement about the quality and usability of these results.

The perspectives section will look at the project results in the light of the surrounding environment,

thereby analyzing the future possibilities for the product. In connection with that, proposals for

further evolution of the system are presented.

9.1 Discussion

The compliance of the project results to the objectives of the problem statement is evaluated in

the following.

• User interface - The developed user interface for the specification of a wall building task, is

simple as was desired. However, the variety of walls that can be specified with it is similarly

limited. This is because the testing purposes of this project did not require more advanced

features than specification of the dimensions, and which number of brick of the wall should

be the next to place in it. The user interface as of now, must actually be accompanied by a

tool for giving inputs to the platform about where to go and pick up bricks and where to go

for laying these. These locations are presently build into the platform map, meaning that

these cannot be changed by the user through the user interface.

• Brick recognition and grasping - In this project, bricks are located with the help of markers.

This provides an easy way of detecting them and finding known features, such that an

optimal 3D transformation them can be estimated, minimizing reprojection errors in the

image planes of the stereo vision system. This is a good approach to make something work

without too much work on difficult vision algorithms, and it provides a reliable tool for object

recognition with accuracies of less than 3 mm. In this way, stable and reliable grasping can

be performed, such that focus can be put on other aspects of the system. It is unlikely that

the approach of placing markers on bricks can be used in a final product, but so far, it serves

as a practical solution. Having the bricks grasped with good accuracy, also facilitates the task

of placing them as this error will be a smaller contribution to the final result.

• Brick positioning - It is a simple task to determine the desired position of each brick in an

ideal wall. Therefore, the simulation of the wall building process also gives a very nice result.

This is because in the simulation, we are sure of the accurate position of all objects, and

therefore the robot will always position bricks perfectly. A system capable of determining

97
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the desired world coordinate of a brick has been developed. It is based on recognition and

reconstruction of the transformation of a chessboard marker, which with the developed al-

gorithms can be done with a very high accuracy. In this way it is also possible to compensate

for the imprecise movement of the platform, which was one of the goals for the system.

• Collision free platform navigation - The navigation functionality for the platform used in

the project is the one which was originally shipped with the Seekur platform. The collision

safety is therefore rather limited, as it is only based on 2D range readings from the laser

scanner. Therefore, it cannot be guaranteed that human interference with the environment

will be detected. This is also the case for controlling the manipulator, since we are not

able to detect dynamic obstacles in order to include these in the collision model to use for

path planning. Also, the configuration of the manipulator is not taken into account by the

platform navigation system, which is only based on a very low level model of the extent of the

robot. Nevertheless, it is so that the manipulator is always placed in a “home” configuration

when the platform is moved. Additionally, it is ensured, that if some movement of the

manipulator fails, such that it does not end up in the home configuration, the application

controller will halt execution and therefore the platform is not moved in such situation.

As the wall which the robot is building reaches the level of the laser scanner, the robot will

avoid collisions with it. This will, however, compromise the localization accuracy since

the platform navigation system is not aware that the wall is supposed to be where it is

observed. As long as it is still capable of reaching its goal position, that is not of main

importance, because the stereo camera is used to compensate for the positioning errors it

will lead to. Therefore, under the assumptions outlined and present for the restricted testing

environment, this system has proved to be sufficient. This means that the robot is capable of

autonomously driving between predefined locations as requested by the main application

controller. A choice of collision model of the platform as well as a scaling of its acceleration

did however improve reliability significantly.

• Planning to place bricks - In this project the RRT planner has been used successfully to

make collision free paths in the scene. It means that the model of the scene has been made

correctly, and that the planner is able to find paths in it. Optimization algorithms have been

applied to reduce the length of the paths significantly, although the algorithms for that still

are relatively slow. Simplifications of the collision model may serve as the easiest way of

improving that. The constructed paths can be executed smoothly with high speeds and

controlled errors using the developed algorithm for making blended trajectories.

• Scheduling of building process - The building strategy used in the project is a naive one,

since one brick at a time is fetched and placed in an order simply corresponding to a brick

index in the wall. Little concern has been given to the development of advanced strategies,

that can determine the brick placement order differently. It was the aim to be able to consider

different brick laying patterns and then develop methods for the robot to independently

choose which bricks to place where under consideration of efficiency. The resulting building

strategy has though, focused on one simple building task without patterns or different kinds

of bricks, instead the efforts have been put into making the robot follow this strategy as

robustly and autonomously as possible.

• Evaluating wall quality - A thorough investigation of the quality goals presently valid for

walls built conventionally in construction has been performed. This has made it possible to

determine how the quality of the wall built by the robot should be measured and presented.

Since simplifications of the building task have been made, not all quality goals are relevant

for this project. Although the quality of the wall built by the robot, is in general below

conventional standards, they are indeed acceptable for this prototype. Many improvements
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to the robot can be thought of, so since the quality is comparable, it is indeed considered

possible to reach the standards of conventionally built walls.

9.1.1 Brick placement accuracy

In this subsection consideration is given to the uncertainties, noise and errors of the system, seen

in relation to the accuracy of the brick placement. It has been shown that the uncertainty in

the chessboard recognition on which the brick placement is based, propagates to approximately

±1 cm at a 1 m distance. As bricks are laid at distances comparable to that, this is an estimate for

the deviation of brick placement that the uncertainty in the chessboard recognition will lead to. As

explained in section 7.4, this is a conservative estimate, so the experienced deviation from this will

most likely be less.

Adding to the chessboard recognition uncertainty, is the system calibration uncertainty. The

calibration evaluation of section 5.5 presented errors of up to ±0.5 cm on the position between

a modeled frame and an observed frame. This means that errors of this size will also be present

when bricks are placed since it is based on the accordance between the stereo vision observations

and the manipulator movements. The uncertainty of the calibration result cannot be stated as

noise, since the result will keep being what it is found to be. Therefore, it is rather a constant offset

between the calibration result and the true model. However, this constant offset will manifest itself

somehow unpredictable in different positions, as was seen in figure 5.20. Therefore it may anyhow

be regarded as noise, which will then also be present on the brick placement positions.

In section 8.4.1 the measured standard deviation of the actual brick placement in the wall

built was found to be 0.3 cm in both the x and y directions. As this means that all bricks are then

expected to be positioned within a range of approximately 2 cm, the observed variation in brick

placement can possibly be described by the uncertainties in the used methods and models. In that

way, it can also be possible to predict what effect, an improvement in one of the other uncertainties,

will have on the variance in the placed bricks,. This facilitates further development, as it can easily

be detected if a certain part of the system is improved and how much that is expected to affect the

final result.

9.1.2 Assumptions

Several assumptions have been made in order to realize the objective of developing a robot system

capable of building a wall within the time frame of this project. In this section, the validity of these

are evaluated.

Already at the beginning of the project, it was decided that dealing with mortar should not

be part of this project. It is however a central part of the brick laying task, and a development of

systems to handle that will be necessary before a product can be said to be ready. The handling of

bricks and the placing of them in the mortar is also areas where the abilities and techniques of a

bricklayer can be applied. This makes it possible to benefit from using mortar by compensating

for brick imperfections by accurately adjusting the amount and level of mortar for each brick to

lay, such that the quality of the wall continuously is upheld. These tasks are however difficult by

themselves, and in order to focus on other aspects of brick laying this is completely omitted.

Other assumptions mainly concern the environment in which the robot is operating. As also

mentioned in the entries of the bullet list in the beginning of the discussion section, obstacles

must be detectable by the laser scanner when driving the platform and no unknown obstacles may

be present when moving the manipulator. With respect to the manipulator this is a reasonable

assumption, since it does not involve the brick laying process directly. This means that either it

must be possible to assure that no obstacles can occur where the manipulator will be moving

or else should one install sensors, e.g. ultra sonic or time-of-flight camera, which continuously
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can monitor the working area and provide information to the path planner about the scene and

obstacles therein.

The extensive utilization of markers to provide information to the robot about the location

of bricks and the wall reference frame, is also worth considering. It is of course unrealistic that

chessboards can be printed on all bricks, but either there must be some kind of other identification

mechanism as mentioned in 7.4.3, or else a complete other approach should be followed where

each brick is not needed to be detected visually, but instead known to be in some kind of fixed

container, possibly placed on the robot. The grasping based on vision is however a good starting

point, and the algorithms developed as well as the evaluation of them can be used and compared

to other robotic applications. It is however likely that a completely different approach to gathering

bricks will be pursued in the future development of the system, as the time consumption when

picking bricks one by one will unavoidably be large.

9.2 Conclusion

In this project the control system for a mobile manipulator capable of autonomously building

a wall has been developed. This means that a user via an interface has the ability to specify the

dimensions of a wall to be build and start the robot execution of the task. The robot will then

move between two work stations during the building process until the wall is completed, one at

which bricks are picked up and the other at which the bricks are placed according to the specified

dimensions of the wall. Bricks are placed without the use of mortar, so the system works like

performing several pick and place tasks, in between which, movement and re-localization of the

platform are also taking place.

The subsystems needed by the application, and also developed or customized in this project,

include governing of the different physical devices, platform, manipulator, gripper and stereo

camera. For all of these, interfaces has been established which supports the functionality needed

by the brick laying application. This both include requesting tasks to be executed and monitoring

their execution states.

Also, the identification of bricks is highly important, and this has been facilitated using chess-

board markers placed on the bricks. The precision of the position of this object recognition

technique has shown on average to be within 2 mm of the actual position, and in the worst case

within 3 mm. The precision of the rotation part has been evaluated to being within 0.6◦.

In order to be able to pick up an identified brick, a calibration of the transformation between

the camera and the manipulator has been conducted. Although, it is based on many data points

from identified chessboard corners, it is found that an exact accordance between observations of

the chessboard and the calibrated model was not obtained. For an independent validation dataset,

the error between the two, in the position part contains errors of up to ±5 mm and the rotation

errors within ±2◦. The uncertainty arising from the calibration error, and the one arising from the

chessboard localization will add together on the accuracy by which a brick can be grasped by the

robot, thus entail noise on the exact pose of the brick when held by the gripper.

The placement of bricks in the wall is based on the recognition of a wall frame given by a

chessboard placed on the ground. The bricks are then placed relatively to this chessboard, and

that will induce noise on the placement because of the dependency on the recognition uncertainty.

When bricks are placed relatively far from the localized frame, especially the orientation of this

frame becomes critical. At a 1 m distance from the frame, the precision of the brick placing position

has been shown to be within 10 mm.

The quality of a wall, built by the robot, is dependent on the precision of the subsystems, and

by measuring the actual position of the bricks in the wall, the standard deviation of the brick

placement has be found to be 3 mm both across and along the wall. Additionally, the quality of the
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wall has been measured with respect to standards used for conventionally built walls in Denmark.

By doing that the following is concluded about the wall built by the robot:

• The planarity does not meet the standards, as the brick position deviation has a range

approximately 4.5 mm larger than the tolerance limit.

• The head joint space has variation much larger than the tolerance limits. The reason for

this will be the same as for the above failure to meet the requirement, namely that the

uncertainties within the system adds a too large noise to the placement of bricks.

• The deviation from vertical is measured both in the longitudinal and transversal directions,

and in both of these there is a clear tendency, that the average slope is not zero as desired.

Furthermore, the confidence intervals calculated for these slopes, show that the wall can

both be constructed such that it lives up to the tolerances, but it can also be up to 2.5 times

more oblique than these allow.

The non-fulfillment of the building standards is not critical to the project. Instead, the objective

of actually building a wall, comparable to conventionally built walls, has been fulfilled. And based

on the analyses conducted, it is possible to identify what improvements can be made in order to

meet the masonry standards.

In order to make the robot build walls, a user interface for specifying how this must be done is

created. For the simple tests, performed in the project, this has shown sufficient, but it is also clear

that much more development must be put into this, when considering real wall applications.

The optimization of the efficiency of the robot performing masonry has not been pursued, and

thus a simple approach for building walls, by picking and placing bricks one at a time is used. It

has proven sufficient for the test setup, but again, it is a topic subject to apparent improvement

possibilities. An evaluation of it is however present, such that it is possible to detect where

improvements can be made.

Despite the simplifications decided upon, the overall objective of the project, to make up a

mobile robot from several separate units and simultaneously controlling these, such that the robot

is capable of autonomously moving around in a simple environment, while by itself identifying,

picking up and placing bricks into a wall, has been successfully fulfilled. This verifies that the

methods used are usable for the masonry application. Furthermore, since the robot is a prototype,

and thus of course has high potential for enhancements, it is an important result of the project,

that the effect of using these methods, has also been thoroughly investigated. This is because it

will then be a much more simple task, when considering a certain increase of performance, to

identify which subsystem or component need to be improved, renewed or added.

9.3 Perspectives

This section will try to set the realized prototype robot into a larger context, this means how such a

system can be transformed from a prototype to an actual product. By doing this, the topics that

are not covered in this report, such as mortar placement and mechanical design, are discussed

such that sketches of how these issues can be approached can be drawn. Finally we will also try to

describe how this system can participate in the work on future construction sites.

9.3.1 A possible application

Starting out, one can focus on what this robot actually is capable of - retrieving bricks and placing

these in a precise position with respect to some frame. Without much further development, the

robot can therefore serve as a bricklayer’s assistant, automatically placing bricks in a favorable

position with respect to where the bricklayer is to place the brick. This could in practice be done
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in the way that the robot simply places bricks with a little larger distance to the last placed brick

than desired, such that the bricklayer then has some free space to put mortar on the brick and wall

and squeeze the bricks into place. The robot can then place bricks in the desired positions many

bricks ahead, such that the bricklayer will not need to wait for the robot. During this work, the

robot could also take care of making mortar ready for the bricklayer. The bricklayer will then have

the opportunity to focus on his most important job, the actual placing of the bricks, where the

squeezing and fitting of the brick into place such that mortar is pressed evenly out into the joint

space1, a task that will not be trivial to program for a robot. We hereby also avoid the problem that

the robot is not entirely able to meet the quality tolerances for the accuracy of brick placement. In

this scenario, it can be preferable to let the robot and the bricklayer work on each side of the wall,

making the risk of the two moving in the way of each other smaller. It is however to be determined

what the benefits in terms of speed for such a system actually are, but it is sure that the wear of the

bricklayer due to the many lifts can be reduced drastically. Making a prototype for this particular

task would also be a feasible way of getting the robots out on real construction sites, such that

experiences of using the system there can be obtained.

9.3.2 Handling mortar

The problem that is avoided in the above proposed application, where the bricks are not placed by

the robot alone, is mortar. It is a completely different task to place mortar on bricks than to move

the rigid bodies that bricks are. When considering how to make the system capable of handling

mortar, one must be aware that it is not necessarily the best way to try to imitate how human

bricklayers handle it, by applying it with a trowel, instead, using a more fluid type of mortar that

could be pumped onto the bricks could be an approach, as this is already used in some parts of

conventional brick laying, [55]. Using mortar that is more solid could also be possible, as it would

then be easier to have the mortar placed on the bricks before the brick is moved to the wall, using

some other kind of glue for the actual fastening of the bricks could also be possible. It is however

likely that the appearance of the wall with mortar between the bricks is one of things people desire

when choosing to use brick walls, so omitting the mortar space between bricks is not considered a

feasible solution.

The robot could also be used in laying other types of bricks than standard bricks, i.e. leca2

blocks, where conventional mortar may not be necessary.

9.3.3 The mechanical design

So far in the project, the mechanical design of the robot has not been evaluated very carefully, as

the parts were provided at the beginning of the project without funds available for acquiring new

equipment. It is however evident that the current design is not optimal for the purpose of masonry.

The big and heavy platform with soft wheels and much suspension is made for driving with relative

high speed through terrain and not for precise positioning. When the load distribution of the

robot is altered, by for instance moving the manipulator, the suspension will give in, resulting in a

displacement that may be large at the end of the manipulator.

A feature that can also be improved is how bricks are picked and transported. In the current

version, the bricks are picked and transported one by one, this will of course not be feasible in

any application, as the loop time as seen will be very long. Instead, it is preferred that the robot

is able to carry many bricks, one possibility is that an entire pallet of bricks can be loaded onto

the robot, whereas some of the design can be inspired by pallet transporting AGV’s, noting that

maneuverability on the construction site must still be kept at a reasonable level. This also alters

1Obviously, here we do not mean the joint configuration space of the robot, although it is likely that an early

prototype mortar dispenser robot may show such behavior.
2Lightweight expanded clay aggregates.
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the way the manipulator should pick bricks, as the position of these now can be known to a much

higher degree. Normally bricks are stacked very tight on pallets when purchased, but it should be

possible to stack these differently such that a parallel gripper can pick them, as a starting point

this could be done manually. Another idea is to mount another manipulator or device able to pick

the bricks from the pallet and place them in a fixture on the platform.

An issue that may be necessary for the robot to handle is also hacking of bricks, as some bricks

near ends of walls may need to be shortened in order to obtain a straight edge of the wall. This can

be done either by the robot or by having bricks of different sizes ready to the robot.

9.3.4 Safety

Safety is an important issue when dealing with robots, and most likely it will not be feasible

to use a brick laying robot that is only certified to work behind a fence. If this shall not be the

case restrictions are put on both the speed and power of the platform and manipulator. A way

to approach this issue is simply to power off the motors of the manipulator while moving the

platform and vice versa. Currently this would be difficult to do with the manipulator of Universal

Robots, as it needs a manual initialization by jogging the joints for calibrating the encoders every

time it is started. Alternatively, one must extend the obstacle detection system, from the current

2D laser scanner to a 3D mapping of obstacles in the vicinity of the robot. Devices for that, such as

depth maps calculated by stereo vision, time of flight cameras or laser scanners mounted on a pan

tilt unit, are available, but can to a greater extent be considered as experimental equipment than

certifiable security solutions. It must however be noted that the standard 2D laser scanners are

sufficient for standard AGV’s.

9.3.5 Accuracy

The current approach to finding the transformation of the wall, the reconstruction of chessboard

markers has served as a sufficient tool for placing bricks in a small wall. This technique however

is difficult to scale to construction of larger walls, as the uncertainty in the desired position of

a brick is proportional to the distance to the marker. Therefore, regardless the accuracy of the

chessboard reconstruction algorithm, at some point the accuracy will be too low. A solution to that

is to place several markers along the wall, this is possible but it will then be very difficult to place

these accurately enough, since this should be done relative to the other markers. In general, it will

be hard not to lose accuracy as dimensions increase. The current system also has the disadvantage

that it is very sensitive to that the entire system is modeled and calibrated accurately enough.

A laser tracking approach

In the construction industry, laser solutions have become a popular tool to help construction

workers make big machines pave in a straight line or dig holes of an accurate depth. These systems

are extremely accurate in measuring depth and position, and the fact that they are already used

in this sector, possibly makes acceptance of this technology much easier than the many other

technologies for robots, presented in this report. Especially a new product from Leica Geosystems,

the Laser Tracker Systems[21], is of keen interest. It consists of an absolute laser tracker and some

devices with reflective markers. Concerning robotics, the system becomes interesting because

it is possible to mount a so called “T-Mac” on the robot, making it possible to track its position

and orientation with uncertainties of 60 µm (2σ) at a distance of 15 m. This would by far make

it possible for the robot to meet the tolerances of construction work. Using this as input for

servoing mechanisms, makes the possible accuracy of mobile manipulators even better than

todays stationary robots. In addition, the system can also be used for robot calibration.

One issue existing when using this approach, is that the tracked object, the T-Mac in this

case, must be orientated such that its reflectors does not point too far away from the tracker
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and obviously occlusions must not occur. The system is however able to find the tracked object

again after an occlusion. This puts constraints on the placing of the tracker. When placed on

the manipulator of a mobile robot for the most accurate control, it constraints its configuration

space significantly. If it is placed on the platform the accuracy is still dependent on the robot

calibration, which will also be good enough for most types of applications. Still, occlusions must

not be encountered while executing the tasks, and therefore finding a suitable position of the

tracker on a construction site is non-trivial.

The system can also act as a help for the planning for the platform, which will encounter

difficulties in the changing environments of a construction site. In such an environment, it can

be difficult to localize the robot, making also navigation impossible, when walls, which are the

objects that are easiest to detect for the laser scanner, are being built during the time the robot

is going to be on the construction site. Also objects like carts, piles of bricks and other building

material tend to be moved around during the working period. A laser scanner also assumes a flat

surface which might not be the case.

9.3.6 The future of automated construction

So far we have discussed and proposed solutions to how the robot can be evolved in order to

increase performance and thus be a more and more competitive product compared to conven-

tional brick laying. There is no reason why the proposed improvements cannot be implemented

and then it is just a matter of will and enterprise to get the mobile brick laying robot out on the

construction sites.

An important requirement for the success of the robot is that it can interact with the systems

and people already present at the construction site, as it cannot be expected that robots will be

able to take over all tasks for the time being. This interaction starts already at the desktop of

the architect or engineer that designs the building. They use 3D CAD3 programs to design the

buildings, so it is preferable that the robot can read files from such a program in order to decide

how to create the building. In that context it can be preferable that the actual design of where each

brick exactly is supposed to be placed, is done beforehand on the computer, in many ways similar

to how CAM4 programs control robots in manufacturing.

When the robot then arrives on a construction site with the model of what it is going to

construct, a construction site worker just has to set the position of a reference frame, in order to let

the robot start the construction process. This can either be done with markers or by placing for

instance a laser tracker at a fixed location at the construction site. An upcoming technology that

could be used for placing this reference frame and verifying the placement of the building desired

to construct is augmented reality. By using this technique, a user can see and move around in the

building before it is built. This can both be used as a way to improve the design of the building, as

it for instance is possible to experience the outlook from a window or how the building fits into the

environment around it. In this context, it can be used to verify that the marker or tracker is placed

correctly, such that the building will be built in the exact desired position.

The robot can then execute the placing of bricks by itself, or cooperate with other robots in

doing it. In both ways, it is important that some CAM-like program is running on the robot or

remotely controls the progress of the task. In connection to that, it will also be feasible that there

exists some interface for the construction site worker to pause or modify the behavior of the robot.

3Computer-aided design.
4Computer-aided manufacturing.
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Appendix A

Covariance of the estimated calibration

parameters

The parameters estimated in the calibration are

P camer a
mani pul ator ≡

[

px,1 py,1 pz,1 φ1 θ1 ψ1

]T
(A.1)

P
g r i pper

T C P
≡

[

px,2 py,2 pz,2 φ2 θ2 ψ2

]T
(A.2)

∆̄θ ≡
[

∆θ2 ∆θ3 ∆θ4 ∆θ5

]T
(A.3)

They are concatenated to the complete 16×1 parameter vector P :

P =
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(A.4)

For the parameter vector P the upper left 8×8 submatrix of the covariance matrix ΣP is:

ΣP (1 : 8,1 : 8) =

10−7 ·
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(A.5)
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The lower right 8×8 submatrix is

ΣP (9 : 16,9 : 16) =

10−5 ·


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Finally, the upper right 8×8 is

ΣP (1 : 8,9 : 16) =

10−6 ·
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